OOV LT N
DIIO055)55)55) 3

Gomez A,

Henao S,

Quintero O. L. L
Universidad EAFIT October 2016
ISBN: 978-958-8483-37-5 S

=% AADEQA

INTERNATIONAL FEDERATION

OF AUTOMATIC CONTROL AMCA

UNIVERSIDAD Saiverskiod d SN P N &
niversidad de —"
EAFIT® los Andes V15T 08 IMGENIEra BLECTrOniC —~— Y % UNNX?TBAISI AL

Colombia SUTOMaTICa Y COmUNICaCiones.

Vigilada Mineducacion

Sciences School of | Departament of Mathematics | Mathematical Modeling
Universidad EAFIT | Universidad EAFIT Research Group - Universidad EAFIT




o K UNIVERSIDAD
t(cLcA EAFIT VLS

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

~=Automatic Control
October 13-15, 2016
Medellin - Colombia

CONFERENCE PROCEEDINGS
Editors
Alejandro Gémez, Sarah Henao, and O. Lucia Quintero
ISBN: 978-958-8483-37-5

Conference proceedings of the
XVII LATIN AMERICAN CONFERENCE IN AUTOMATIC CONTROL
Universidad EAFIT
School of Sciences
2016



INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

(O UNIVERSIDAD
"t (cLca EAFIT

=Automatic Control

Medellin - Colombia

Preface / Acknowledgments

On behalf of the School of Sciences of Universidad EAFIT, we would like to thank all those who made the XVII Latin
American Conference on Automatic Control and this proceedings book possible.

Of course as a conference, the objectives to share technical discussions and experiences, allowed many students to
learn how to construct a real society of Control Engineers. Nothing is perfect but we are completely sure that this
conference will lead us to improve and enhance our skills for research. Academic friction is essential to grow but we
need to look ahead and work on the top research areas to build a new era of Automatic Control, without forget the
basics.

The successful completion of a project like this requires the help and cooperation of many people. First of all, we
would like express our sincere thanks the authors that contributed to the conference and submitted their papers. They
trusted us and received our comments and improved their work. The papers submitted from all around Latin America
and Europe were the core of the project and the level of their work has raised the level of the School of Sciences and
the university. We greatly appreciate the authors for giving us the opportunity in putting together this book and
joined the conference. The work of each one of the authors was crucial in creating this book and in the success of the
conference.

It was a great pleasure to work along side with our colleagues from different countries. We would also like to express
our appreciation to the reviewers that participated in this project. Their dedication to the execution of the conference
is truly noticed. Each paper had three reviewers in the submission/acceptation process and after the conference a
new review from the chair team. I feel to acknowledge a deep sense of gratitude to our colleagues because of their
support and hard work during the evaluations post conference and the conference courses (pre -during -post) in which
the students had the possibility to learn from real experts about several applied and theoretical topics.

The successful execution of the conference is also due to the hard work and availability of the chair committee who has
been irreplaceable. The chairmen who participated in this project had the responsibility of choosing the top papers
of this conference in which we sent to the RIELAC Journal.

Furthermore, we would like to share our gratitude for Juan Fernando Duque Cardona from the CEC (Centro de Ed-
ucacién Continua) for his undeniable patience. This project would not have been possible without the cooperation of
Alejandro Gémez Montoya, Luz Elena Giraldo, Lina Marcela Duque and Sarah Henao Gallego on their commitment
on the project “XVII Latin American Conference on Automatic Control”.

As student use this book to learn about how to progressively contribute in several fields from the theoretical and
practical point of view, both simulation and experimental works will illustrate the capabilities of the people who work
in our countries improving the knowledge by teaching the basic steps to the new generation of Control Engineers.

Lucia



@\°—€\

U (cLeA EAEIT

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

=Automatic Control

Medellin - Colombia

CONTENTS

1 ARTIFICIAL INTELLIGENCE 1
1.1 Automatic Face Recognition in Thermal Images Using Deep Convolutional Neural Networks . . . . . . 1
1.2 Classification of emotions by Artificial Neural Networks: a comparative study . . . . . .. ... .. .. 7
1.3 Detection and Diagnosis of Breast Tumors using Deep Convolutional Neural Networks . . . . . . . .. 11
1.4 Dynamic clustering for process supervision . . . . . . . . . . . Lo 18

2 AUTOMATION 26

2.1 Coloured Petri Nets for Implementation of Safety Instrumented Systems in Critical Production Systems 26
2.2 Comparacién del Lenguaje VHDL-AMS con los Métodos de Simulacién OrcadPspice y MatlabSimulink

a través de un Sistema de Distribucién de Energia Eléctrica con Carga no Lineal . . . . . .. ... .. 34

2.3 Modeling of a Variable-BVR Rotary Valve Free Piston Expander/Compressor . . . . . . ... ... .. 42

2.4 Models for Planning and Supervisory Control for the feeding raw material in cement production . . . 49

3 BIOMEDICAL - BIOENGINEERING 57

3.1 Desarrollo de la etapa tobillo-pie de un sistema de rehabilitacién de marcha para ninos con PCI . . . . 57

3.2 Drive System Development for Gait Rehabilitation Exoskeleton . . . . . . .. .. ... ... ... ... 66
3.3 Output-Feedback Model Predictive Control for Tight Glycaemic Control in Patients at the Intensive

Care Unit . . . . . . . e 72

3.4 Sistema vestible para deteccion de estados fisioldgicos y emocionales en entornos industriales . . . . . 78

4 BIOPROCESSES 82
4.1 Advanced Control of a fed-batch reaction system to increase the productivity in the polyhydroxyalka-

noates production Process . . . . . . ... L e e e e e 82

4.2 Dissolved Oxygen Dynamic Model for Endospore-Forming Bacteria batch bioprocess . . . . . . .. .. 89

4.3 Nonlinear State Estimation for Batch Process with Delayed Measurements . . . . . . . ... ... ... 95
4.4 Output-Feedback Model Predictive Control for Dissolved Oxygen Control in a Biological Wastewater

Treatment Plant . . . . . . . oL oL 101

5 GREEN PROCESS CONTROL 107

5.1 An Automated Indoor Low-Cost Greenhouse System for Research and Domestic Usage . . . . . . . . . 107

5.2 Greenhouse Temperature Modeling and Control Based on Timed Continuous Petri Nets . . . . . . . . 114

6 INTELLIGENT CONTROL 121

6.1 Methods for General Motor Skills based on Neuroevolution to Stabilize a Biped Robot Simulation . . 121

6.2 Metodologia para el Control Difuso de una Planta Desalinizadora por Osmosis Inversa . . . . . .. .. 128

6.3 Trajectory Following of Truck-Trailer Mobile Robots Integrating Linear and Fuzzy Control . . . . . . 134

7 LINEAR SYSTEMS 142

7.1 An Integral Sliding Mode Observer for Linear Systems . . . . . . . . . . . ... ... ... ... ... 142

7.2 Calculo numérico de matrices de Lyapunov de sistemas integrales con retardo . . . . . . . .. ... .. 148
7.3 Condiciones de estabilidad para un tipo de sistemas inestables de alto orden con retardo que contienen

CETOS . v v v v e e e e e e e e e e e e 155

7.4 Control a Distancia de un Actuador Aerodindmico Mediante Prediccién de Estados . . . . . . . . . .. 160

7.5 Design of preserving order observers-based controllers for discrete-time linear systems . . . . . .. .. 166

7.6 Graph Transfer Function Representation to Measure Network Robustness . . . . . . . ... ... ... 172

7.7 Modified PI control for the Stabilization and Control of a class of High-order System with Delay . . . 177

7.8 Non-Singular Predefined-Time Stable Manifolds . . . . . . . . . . ... ... ... ... ... ..., 183

7.9 Parameter-Dependent Filter with Finite Time Boundedness Property for Continuous-Time LPV Systems189



@\°—€\

“Y{cLcA EAFIT

INTERNATIONAL FEDERATION CONTENTS

=Automatic Control OF AUTOMATIC CONTROL

Medellin - Colombia

7.10 PID Optimal Controller with Filtered Derivative Part for Unstable First Order Plus Time Delay Systems195

7.11 SISO Pole Placement Algorithm: A Linear Transformation Approach . . . . . . . ... ... ... ...

8 MOBILE ROBOTS

8.1 A Performance Evaluation Approach for Embedded Controllers of Mobile Robots . . . . . . . ... ..
8.2 Delayed Observer Control for a Leader-Follower Formation with Time-gap Separation . . . . .. ...
8.3 Kinematic control for an omnidirectional mobile manipulator . . . . . .. ... .00
8.4 Navigation Assistance System for the Visually Impaired People Using the Modified Fictitious Force

Algorithm . . . . . . . o e e
8.5 Null-space based control for human escorting by using Mobile Robots . . . . . . ... ... ... ...
8.6 Stable Null-Space Path-Following Controller for Car-Like Robots . . . . . . . .. .. ... ... ....

9 NEW ENERGIES

9.1 A Hamiltonian approach for stabilization of Microgrids including Power converters dynamic . . . . . .
9.2 Control Basado en Pasividad para MPPT en Sistemas Fotovoltaicos Conectados a la Red Eléctrica . .
9.3 Control of Sustainable Industrial Processes . . . . . . . . . .. . L L
9.4 Modeling and Event-Driven Simulation of a Photovoltai System Controlled with Two Configurations of

Perturb & Observe Maximum Power Point Tracking . . . . .. .. .. ... ... ... ... ...
9.5 Neural Control for Photovoltaic Panel Maximum Power Point Tracking . . . . .. ... ... ... ..
9.6 Optimal Power Dispatch in a Microgrid . . . . . . . . . .. .. .
9.7 Performance evaluation of MPC for Waste Heat Recovery applications using organic Rankine cycle

SYSEEINS . . . o L L e e e e e e e e e e e e

10 NONLINEAR SYSTEMS

10.1 Control of underactuated unmanned surface vessels with linear flatness-based filters . . . . . . . . ..
10.2 Estabilizacién de una Bicicleta sin Conductor mediante el Enfoque de Control por Rechazo Activo de

Perturbaciones . . . . . . .. e
10.3 Modelado y diseno de un control predictivo para un levitador neumatico . . . . . . . . . .. .. .. ..
10.4 Nonlinear state estimation using online FTIR spectroscopy in polymerization processes . . . . . . . . .
10.5 On Optimal Predefined-Time Stabilization . . . . . . . . . . . . ... ... . ...
10.6 Reduccién de dimensionalidad para sistemas de ecuaciones diferenciales parciales con geométrica irreg-

ular usando el método de descomposicién ortogonal propia y elementos finitos . . . . . . . . ... ...

11 OBSERVERS
11.1 A Soft Sensor for Biomass in a Batch Process with Delayed Measurements . . . . . . . . .. .. .. ..
11.2 Control y estimacién de par en un motor Diésel con turbocompresor y recirculacion de gases de escape
11.3 Fixed-Time Convergent Unknown Input Observer for LTI Systems . . . . . .. ... ... .. ... ..
11.4 Observer Designs for a Turbocharger System of a Diesel Engine . . . . . . ... ... ... ... ...

12 OPTIMIZATION
12.1 Evolutionary selection of optimal weighting matrices for LQR, controllers and parameters of robust PID
on benchmark plants . . . . . . . . . e e
12.2 Evolutive Extension: A biological approach to heuristic algorithms . . . . . ... ... ... ......
12.3 Parameter Optimization of Sliding Mode Observer-based Controller for 2 DOF Stewart Platform . . .
12.4 Synthesis of Four-bar Mechanisms for Trajectory Control Using the Modified Brainstorm Optimization
Algorithm and Linkage Normalization . . . . . . . . ... ...

13 POWER SYSTEMS
13.1 Condiciones de existencia de estado estacionario en circuitos eléctricos con CPL . . . . . . . .. . . ..
13.2 Control Adaptativo por Modelo de Referencia para la Posicién Angular de un Balancin Impulsado por
un Motor Brushless . . . . . . . . . L
13.3 Control de Angulo Para Sistemas Eléctricos de Potencia . . . . . . . . ... ... oL
13.4 Control No Lineal Basado en Pasividad para Motores de Inducciéon Minimizando Pérdidas de Potencia
13.5 Dynamic Characterization of Typical Electrical Circuits via Structural Properties . . . . . . . . . . ..
13.6 Energy Price and Load Estimation by Moving Horizon Estimator with Holt-Winters Model . . . . . .
13.7 Estrategia Dinamica de Regulacion de Voltaje para Convertidores Conmutados . . . . . . . .. .. ..
13.8 Load Balancing System to Low Voltage Grid using Petri Nets . . . . . . . .. ... ... ... .. ...
13.9 Load Frequency Control of a Multi-area Power System Incorporating Variable-speed Wind Turbines
13.10Modelado y Propiedades de Pasividad de Sistemas Fotovoltaicos con MPPT Distribuido . . . . . . . .
13.11Percolation Theory Approach to Transient Stability Analysis of Power Systems . . . . . ... ... ..

201

245
245
252
259

267
274
280

286

292
292

299
311
317
323

329

339
339
346
354
360

368

368
379
385

391

399
399

405
411
416



e\

o (cLea BAFIF

INTERNATIONAL FEDERATION CONTENTS
OF AUTOMATIC CONTROL

=Automatic Control

Medellin - Colombia

14 PROCESS CONTROL 465
14.1 Adaptive Trajectory Tracking Control of a Boiler-Turbine Adopting an Algebra Approach . . . . . .. 465
14.2 An Approach of a Numerical Methods Controller for Nonlinear Chemical Processes . . . . . . . . . .. 477
14.3 Bioprocesses Control Based on Linear Algebra . . . . . . . . . . . . ... ... .. ... ... ..., 484
14.4 Diseno y construccién de dispositivo portatil y de bajo costo para analisis de calidad en granos de café

tostado . .. 490
14.5 Experimental Error in Control Sets Calculation: Implementation of low-discrepancy deterministic and

stochastic sequences . . . . . .. Lo 499
14.6 Model Based Fault Detection and Isolation of a Reverse Osmosis Desalination Plant . . . . . . . . .. 504
14.7 Monitoramento e Avaliacao de Desempenho de Sistemas MPC Utilizando Métodos Estatisticos Multi-

variados . . . . . . e e e e e e e e e 510
14.8 Reduccién de orden del modelo de un gasificador ante incertidumbre paramétrica . . . . . . . . . . .. 516
14.9 Stencil computation for the approach to the numerical solution heat transfer problems on SoC FPGA 522
14.10Trajectory tracking controller for a nonlinear bioprocess . . . . . . . . . . . . ... ... ... 528

15 ROBOTICS 534
15.1 Consenso en la dindmica de los estados de robots méviles tipo (3,0) . . . . . . .. .. ... ... 934

15.2 Control de Seguimiento de Trayectorias para un AR.Drone 2.0 Utilizando Observadores de Estados . . 542
15.3 Control Robusto QFT Sobre un Robot Mévil de Autobalance Basado en Péndulo Invertido Empleando

un Sistema Embebido . . . . . .. L e 548

15.4 Control Servovisual No Calibrado De Robots Planares Sin Modelo Dindmico . . . . . ... ... ... 557

15.5 Diseno de trayectorias cadticas en robots méviles . . . . . . .. Lo oL 563

15.6 Formacion en grupos de robots méviles . . . . . . . . ... Lo 570
15.7 Generalized Proportional Integral Control for Aperiodic Gait Stabilization of a Bipedal Robot with

Seven Degrees of Freedom . . . . . . . . . ..o 576

15.8 Método de optimizacion para la sintonizacién del control PD de un robot mévil . . . . . . ... .. .. 582

15.9 Sistema para el control de trayectoria de un robot diferencial . . . . . . . . .. ... Lo 588
15.10Utilizacién de un sistema embebido para la teleoperaciéon de un manipulador movil, utilizando un control

discreto . . .. L e e 596

16 SIGNAL PROCESSING 603
16.1 Analisis de la Respuesta en Frecuencia de La Sefial de Caida de Presién en el Proceso de Transporte de

Fluidos . . . . . o e e e 603

16.2 Cifrado cadtico simétrico de ECG y EEG para aplicaciones en telemedicina . . . . . . ... ... ... 612

16.3 Observador adaptable en tiempo real de edificios mediante propagacién de ondas . . . . . . . . . . .. 618

17 SYSTEM IDENTIFICATION 624

17.1 Determinacion del coeficiente de dispersién en reactores de gasificacién . . . . . . . . ... ... 624

17.2 Methodology and proposal of control applied to a distillation column binary . . . . . . . .. .. .. .. 631

17.3 Modeling and parameter estimation of a 4-wheel Mobile Robot . . . . . . . .. .. ... .. ... ... 639

17.4 Modelo ARMAX para un mezclador oxigeno-aire para pediatria e incubadoras neonatales . . . . . . . 644

18 TRAFFIC CONTROL 650
18.1 A Comparison Between Macroscopic and Microscopic Urban Traffic Simulation Including Motorcycle

Dynamics . . . . . . oL e e 650

18.2 Generalized Predictive Traffic Control for Isolated Intersections . . . . . . . . . . ... .. ... .... 656

18.3 Nonlinear Model Predictive Control of a Passenger Vehicle for Lane Changes Considering Vehicles in
the Target Lane . . . . . . . . . . L 0 e e e 662



L UNIVERSIDAD
i lcLea EAEIT

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

= Automatic Control

Medellin - Colombia

Chairs

Antonio Moran. Dr.

Profesor Titular

Pontificia Universidad Catélica del Peru
Peru

Danilo Chévez, Dr.

Profesor Agregado

Jefe del Laboratorio de Robética y Sistemas Inteligentes
Departamento de Automatizaciéon y Control Industrial
Facultad de Ingenieria Eléctrica y Electrénica

Escuela Politécnica Nacional

Ecuador

Carlos Mario Vélez. Dr.

Profesor Titular

Jefe Departamento Ciencias Matematicas
Escuela de Ciencias

Universidad EAFIT

Colombia

Carlos Ocampo. Dr.

Profesor Asociado

Senior Research Fellow

Technical University of Catalunya

Automatic Control Department (ESAII)

Deputy Director of the Institut de Robdtica i Informatica Industrial
CSIC-UPC

Espana

Gerardo Espinosa Pérez, Dr.

Profesor de Carrera Titular B

Departamento de Ingenieria de Control y Robdtica
Facultad de Ingenieria

Universidad Auténoma de Mexico

México

Gustavo Scaglia. Dr.

Investigador Adjunto CONICET
Instituto de Ingenieria Quimica
Facultad de Ingenieria
Universidad Nacional de San Juan
Argentina

Ivan Garcia Triana. Dr.
Investigador

Department of Applied Mathematics
EWI, TU Delft

The Netherlands



INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

S UNIVERSIDAD
Y (cLea ERFIT

= Automatic Control

Medellin - Colombia

Jaime Moreno. Dr.

Technical Comitee 8.4 IFAC
Automatizacion

Instituto de Ingenieria

Universidad Nacional Auténoma de Mexico
Mexico

Javier Sotomayor. Dr.

Presidente de la Red Peruana de Control Automaético
Profesor Titular

Pontificia Universidad Catdlica del Peru

Peru

Julidn Barreiro

Candidato a Doctor en Ingenieria
Facultad de Ingenieria
Universidad de los Andes
Colombia

Natalia Lépez Celani. Dr.
Investigador Adjunto CONICET
Gabinete de Tecnologias Médicas
Facultad de Ingenieria
Universidad Nacional de San Juan
Argentina

Nicanor Quijano. Dr.
Profesor Titular
Facultad de Ingenieria
Universidad de los Andes
Colombia

Nicolas Pinel. Dr.

Profesor Asociado

Departamento de Ciencias Bioldgicas
Escuela de Ciencias

Universidad EAFIT

Colombia

Olga Lucia Quintero Montoya. Dr.

Profesora Asociada

Investigador Senior - Colciencias

Dir. Grupo de Investigacién Modelado Matemético
Dir. Académica Doctorado en Ingenieria Matematica
Departamento Ciencias Mateméticas

Escuela de Ciencias

Universidad EAFIT

Colombia

Oscar Camacho, Dr.

Investigador PROMETEO

Departamento de Automatizacién y Control Industrial
Facultad de Ingenieria Eléctrica y Electrénica

Escuela Politécnica Nacional

Ecuador

Profesor Titular

Escuela de Ingenieria Eléctrica

Facultad de Ingenieria

CONTENTS



UNIVERSIDAD

(cLcA BAEIT

~=Automatic Control
October 13-15, 2016
Medellin - Colombia

Universidad de Los Andes
Venezuela

Santiago Rivadeneira. Dr.
Profesor

Facultad de Minas

Sede Medellin

Universidad Nacional de Colombia
Colombia

ISBN: 978-958-8483-37-5

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CONTENTS



e/\

=Automatic Control

Medellin - Colombia

International Reviewers

Adriana Natacha Amicarelli
Andrea Angel Zea

Antonio Morén

Carlos Alberto Cadavid Moreno
Carlos Andrés Sanchez Lépez
Ceso de la Cruz Casano

César A Uribe

Daniel Sierra-Sosa

David Ortiz

Emanuel Serrano

Fabian Leonardo Jaramillo Palacios
Flavio Roberti

Gustavo Pérez

Héctor Antonio Botero Castro
Jan. H. van Schuppen

Javier Sotomayor M

Jests Antonio Hernandez Riveros
Juan Fernando Garcia Tirado
Juan Carlos Rivera

Juan Diego Sanchez Torres

Juan Guillermo Paniagua Castrillén
Juan Marcos Toibero

Manuel Betancur Betancur

Maria Gulnara Baldoquin de la Pena

Mario Fernandez-Fernandez
Natalia Martina Lopez
Pablo Santiago Rivadeneira
Ricardo Carelli

UNIVERSIDAD

T;CCLCA EAFIT

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

INAUT - Argentina

EMGESA - Colombia

PUCP - Peru

UNIVERSIDAD EAFIT - Colombia
CELSIA - Colombia

Universidad Continental — Peru

University of Illinois at Urbana-Champaign

UNIVERSIDAD EAFIT — Colombia
UNIVERSIDAD EAFIT — Colombia
1IQ- UNSJ — Argentina

Universidad de Cuenca — Ecuador
INAUT - Argentina

PUCP - Peru

UNAL - Colombia

TUDelft — The Netherlands

PUCP - Peru

UNAL - Colombia

ITM — Colombia

UNIVERSIDAD EAFIT — Colombia
ITESO — México

ITM - Colombia,

INAUT — Argentina

UPB - Colombia

UNIVERSIDAD EAFIT — Colombia
Universidad de Talca — Chile
GATEME — UNSJ- Argentina
UNAL - Colombia

INAUT - Argentina



CHAPTER 1

ARTIFICIAL INTELLIGENCE

®)

AN UNIVERSIDAD
7 (oLea EAFIT (LS

INTERNATIONAL FEDERATION
Automatlc COHTIOl — OF AUTOMATIC CONTROL
Oc 13-15, 2016

@
5
%

edellin - Colombia



Q), N
UNIVERSIDAD

" (CLCA EAFIT

= Automatic Control

Medellin - Colombia

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 1. ARTIFICIAL INTELLIGENCE

Automatic Face Recognition in Thermal
Images Using Deep Convolutional Neural
Networks *

Rubén D. Fonnegra* Andrés Felipe Cardona-Escobar *
Andrés Felipe Pérez-Zapata™ Gloria Mercedes Diaz *

* Grupo de Investigacion Automdtica, Electrénica y Ciencias
Computacionales
Instituto Tecnoldgico Metropolitano, Medellin, Colombia
(e-mail: rubenfonnegra@itm.edu.co,
andrescardonal34713Qcorreo.itm.edu.co,
andresperez75267Qcorreo.itm.edu.co, gloriadiaz@itm.edu.co).

Abstract: Recently, the use of infrared images has shown be a feasible technique for addressing
problems as illumination dependency and facial expressions in face recognition applications.
Due the recent approaches that use deep learning methodologies for image analysis, which have
had remarkable performances, a deep learning strategy for facial recognition in thermographic
images is proposed. A convolutional neural network is designed and evaluated for recognizing
different people in an experimental home-made database. The use of convolutional networks
avoids to implement preprocessing and feature extraction algorithms, which is one of the
important parts in image classification. Results show significant improvements compared to
others works reported in the literature, which demonstrates robustness and effectiveness of the

proposed approach.

Keywords: Face recognition, Thermal images, Deep learning, Convolutional neural networks

1. INTRODUCTION

Face recognition remains an active and challenging area in
the computer vision field. Although, several approaches
have been proposed, problems such as illumination re-
quirements for image acquisition are unsolved yet. Infrared
imagery (IR) have shown promising results in this area,
due its invariance to changes in the illumination condition,
which allows to acquire approachable images even in the
absence of visible light (Ghiass et al., 2014).

Face recognition based on infrared images are commonly
classified in four categories (Ghiass et al., 2014; Arya et al.,
2015): holistic appearance based, feature based, multi-
spectral based, and multi-modal fusion based approaches.
The first one were the earliest attempts to use IR for
recognition purposes. These methods use all infrared face
information in the recognition task; eigenfaces approaches
fall into this category. Feature based approaches represent
images as a feature vector, which can be obtained applying
general feature extraction techniques, such as wavelets
coefficients, local descriptors, among others; or context-
dependent features such as vascular network patterns or
blood perfusion measurements. On the other hand, multi-
spectral and multi-modal approaches take advantages of
the possibility of use information from different spectra or
other image modalities for improving recognition capabil-
ities.

* This work was supported by the Instituto Tecnolégico Metropoli-
tano from Medellin, Colombia trough Research Group in Au-
tomatica, Electrénica y Ciencias Computacionales.

The majority of the proposed approaches are characterized
by a complex processing pipeline that involves, prepro-
cessing, feature extraction and selection, and recognition
learning techniques, which results in a large number of
parameters that must be tuned. Recently, Deep learning
has emerged as the best strategy for solving several tra-
ditional machine learning problems (LeCun et al., 2015).
So, because a biometric system must be able to provide
enough roughness, we considered using convolutional arti-
ficial neural networks (CNN) approaches as face recogni-
tion algorithm. The use of CNN provides the alternative
of discard every preprocessing or feature extraction algo-
rithm due the net capacity of recognizing characteristics
of images by the use of convolutional transformations in
their layers. Although the results show that the extracted
features of previous works found in the state-of-the-art are
highly relevant; our methodology based on CNN signifi-
cantly improves performance without the need of a prepro-
cessing or feature extraction stages. This advantage allows
to cover all recognition structures in one same procedure.

This paper is organized as follows: section 2 introduces
the theoretical concepts for the implementation of the
proposed CNN; section 3 describes details of database
acquisition process (section 3.1) and presents the architec-
ture of the proposed neural network (section 3.2). Section 4
presents the experimental evaluation and results obtained
when different image scales are used as input to the CNN;
and finally, conclusions and future work are discussed in
section 5.
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2. BACKGROUND

Deep learning is the concept that involves a set of machine
learning approaches that use complex architectures of non-
linear transformations to representing relevant information
in non-structured data with high levels of abstraction
(Schmidhuber, 2015). These approaches appear a few years
ago due to the development of new processors with the
capacity of executing different processes using parallel
programming strategies. From the proposed Deep learning
approaches, convolutional neural networks have recently
been widely adopted due that it is easier to train and
generalized much better than other architectures. In this
paper, a convolutional neural network is proposed to
solve the problem of identification of people in thermal
images (Hassairi et al., 2015).

2.1 Convolutional Neural Networks (CNN)

CNN is a feed-forward neural network with a particular
architecture that allows to process an entire image without
preprocessing requirements. It consists of a set of convolu-
tional and subsampling layers followed by fully connected
layers. Each convolutional layer accepts a feature map (in
this case an image) and transforms it to another feature
map (another image) through a differentiable function
(i.e., kernels). Neurons in the same feature map share the
same kernel, which allows to go deeper between every
convolution for the transformation of the images Gong
et al. (2015). Because CNNs can learn from raw data
automating the process of feature extraction (Ji et al.,
2013), these are known as end-to-end methods i.e., they
can compute feature maps using spatial information of
pictures. The CNN algorithms have demonstrated high
performance in pattern recognition tasks over the past few
years, especially in computer vision where CNNs outper-
form conventional classifiers, for instance at the ImageNet
Classification challenge, CNNs have been used by the bet-
ter proposals in the last years (Krizhevsky et al., 2012),
(Simonyan and Zisserman, 2014) (Szegedy et al., 2015).

2.2 Rectified linear Units (ReLU)

Rectified Linear Units (ReLU) is an activation function,
which is the most commonly deployed activation function
for the outputs of the CNN neurons. This function was
developed as an alternative to classical way of to determine
the output of a neuron z in a net, it is given by Equation 1.

F(z) = tanh(z) = (1 — e *)71 (1)

According to Glorot et al. (2011), the main advantage of
ReLU activation is that non-linear units are not saturated
compared to other non-linear activation functions (such as
Logistic or Tanh units). This characteristic implies expen-
sive processing, doing that networks with saturated neu-
rons be slower than those using ReLU function. Although
ReLU is not symmetric, this property can be achieved by
combining two units Glorot et al. (2011), and sometimes
this function is replaced with a smooth version named
softplus.

In a general form, the output of a neuron with ReLU
activation function can be computed by Equation 2.
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ReLU(z;) = max(0, z;) (2)

2.8 Softmax

Softmax function is an activation function, which is a
generalization of a logistic function that maps a K-
dimensional vector Z of real values to a K-dimensional
vector o(Z) of real values in the range 0, 1. This func-
tion allows to handle multiclass in the output layer; it is
computed one unique output when there are several units
in the output layer. Due that Softmax function mapping
is now considered as scores with unnormalized log proba-
bilities for each class, the cost function correction named
Cross entropy loss can be defined by Equation 3.

el )
STt ets

with f; being the j — th element of class vector scores f.

L; = —Log( (3)

Likewise, the Softmax activation function is defined by
equation 4.
e

Z’;{Zl ezk

with z being an arbitrary vector with real values to be
scaled into a zero-to-one values.

softmax(z) = forj=1,...,K. (4)

2.4 Dropout Regularization

Dropout regularization is used for preventing co-adaption
among units. This novel technique detailed in (Srivastava
et al., 2014) avoids overfitting by dropping out units
randomly in hidden layers during training. for doing so,
outputs of units with a probability of 0.5 in hidden
layers are set to zero during the forward pass, as it is
explained in Krizhevsky et al. (2012). The ”Dropped out”
neurons not participate in backpropagation. So, every
algorithm execution changes the net architecture, but
neurons also share its weights. This characteristic reduces
co-adaptations of the net since every neuron does not
depend on other neurons in the net. Therefore, the main
goal of dropout is to add stochastically noise in the
activation states of certain hidden units (Srivastava et al.,
2014).

2.5 Adaptive Moment Estimation (Adam Optimizer)

Adam is a stochastic optimization algorithm introduced
in Kingma and Ba (2014), which employs first order gra-
dients as updating mechanism, it uses exponential moving
averages denoted by m; and squared gradients v;. Param-
eters updating is performed defining an objective function
f(0), which is tuned by evaluating random subsets known
as mini batches.

3. MATERIALS AND METHODS
3.1 The thermal Image Database
An image database was acquired using a FLIR A6555C

thermographic camera, configured to a 6.3 Hz sampling
frequency. A group of 21 people with ages between 22 and
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45 years was involved. For each persona thermographic
video with approximately 80 images of 640 x 480 pixels was
recorded. During recording, each person was instructed to
rotate his/her head in four directions (up, down, right
and left). Resulting videos were converted to gray-scale,
with pixel values distribution remaining those of infrared
radiation for each frame. From each video, a set of images
were manually selected, for doing so it was considered that
heads were completely forward or slightly tilted. In this
sense; the database was composed of 588 images, i.e., 21
people and 28 images per person.

Discarding the implementation of any preprocessing al-
gorithm (this means that every input for the network
corresponds to every pixel of the input image to be clas-
sified for the network), the use of original sized images
represented a high computational cost to training stages.
So, images were conveniently scaled using a typical bicubic
interpolation. Preserving spectral relationship, We evalu-
ate three different scales, i.e. 320 x 240, 160 x 120 and
80 x 60 pixels. Although this down-scaling could means
losing information; the loss is not considerable enough to
prevent the net to recognize all people. In Fig. 1 could be
observed some examples of the subsets of images involved
in this study.

Fig. 1. Example images from the home-made database.
Two subjects with different pose are showed.

3.2 Neural Network Architecture

With the purpose of developing a biometric system capable
of identifying every person according to the experimen-
tal database described in subsection 3.1; a convolutional
neural network was implemented. The main goal of using
CNN was to reach that without to apply any preprocessing
technique. The Architecture of the proposed net is illus-
trated in Figure 2. It consists of 6 convolutional layers
followed by 2 densely-connected layers that were randomly
weighted. Convolving layers implemented kernels using the
RelU function activation for image transformations. Ev-
ery convolutional layer was connected to the immediately
next convolutional layer so that there were no connections
between nonconsecutive layers. The last convolving layer
was connected to two densely-connected layers, which were
composed of 200 and 100 output neurons, respectively.
Last of them uses Softmax and dropout functions for
handling multiple classes in the output layer and avoiding
overfitting.
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The number of input layers was varied according to the
number of pixels in the input images. So, input layers with
76800, 19200 and 4800 neurons were evaluated (for 320 x
240, 160 x 120 and 80 x 60 pixels, respectively). This means
that each neuron in the first layer possesses information of
each pixel in the image. Size image variations also modify
the size of the image in the last convolutional layer but did
not change operations in others layer sizes because these
do not depend on the size of the input vector.

4. EXPERIMENTAL RESULTS
4.1 People recognition using CNN

Implementation of the convolutional neural network was
performed using TensorFlow framework Abadi et al.
(2015); proposed approach was evaluated using a 10-fold
cross validation strategy . For picking the training samples,
it was considered to keep a stratified probability function
by selecting the 10% of data per class for validation test.
Along with the 10-fold cross validation, the data were
randomly permuted before of evaluating the model. This
also guaranteed that each experiment had different input
data for training and validation stages; and demonstrates
independence of them for learning task.

Figure 3 shows the average accuracy in the validation stage
for different image size evaluated (320 x 240, 160 x 120 and
80 x 60), when number of iterations was varied between 10
and 100. In the three cases, perfect recognition i.e., a 100%
of accuracy is obtained before of 30 iterations, although it
is faster for larger images (around of 10 iterations), which
was expected because this kind of image preserves more
information than the small one.

4.2 Processing optimization with GPU

Due that the high computational cost of training a CNN,
We considered the use of parallelization process in the
network, using graphical processing units (GPU). For
doing it, training and validation stages were implemented
using NVIDIA series Quadro K4000 GPU along with
CUDA Toolkit 7.5 libraries and computational cost was
compared with them obtained when it was performed
on a Workstation with CPU Intel® Xeon® E5 - 2687
(32 cores) and 32GB RAM inside. Tables 1 and 2 show
the time consuming in the GPU and CPU configurations.
Interation time refers to processing time (in seconds) for
each execution cycle of the algorithm; training time is
the time (in seconds) taken for training the overall net,
when accuracy of 100% is accomplished; Validation time
is the cost of classifying a subject after training process
and memory consumption corresponds to RAM memory
required to execute the training of the network.

Table 1. Processing times for GPU Implemen-

tation
Iteration | Training | Validation | Memory
Size Time Time Time consumption
(s) (s) (s) (MB)
320x240 | 8.6211 283.927 0.210511 2440
160x120 | 2.29826 47.9025 0.0594253 | 2360
80x60 0.615124 | 24.1448 0.017618 2298
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19x19 19x19 Densely Softmax Labeled

RelU RelU connected Dropout Output
1x1 Kernel 1x1 Kernel layer layer layer
5 channels 5 channels 200 neurons 100 neurons

Fig. 2. Architecture of the implemented convolutional neural network.

Iterations

«ee+ Av80Xx60 ===-Av 160x120 Av 320x240
Fig. 3. Accuracy in the validation stage for input images
with 320 x 240 (Green, continued line), 160 x 120
(red,discontinued line) and 80 x 60 (blue, dot line)
pixels, when number of iterations in the training stage

is varied
Table 2. Processing times for CPU Implemen-
tation
Iteration | Training | Validation | Memory
Size Time Time Time consumption
(s) (s) (s) (MB)
320x240 | 31.7805 810.902 0.460278 1762
160x120 | 7.95153 130.649 0.139201 1103
80x60 1.9524 107.607 0.0426403 501

GPU parallelization allows to reduce the training and
validation processes in 2 to 4 times respect to CPU imple-
mentation but It requires more RAM memory capacities.

5. CONCLUSIONS

In this work a biometric system for facial recognition
using thermographic images was presented. Involving deep
learning approaches introduced through a convolutional
neural network frame, the proposed approach was able
to identify each person in a home-made image database
without previous face segmentation, image preprocessing
or feature extraction and selection stages. The proposed
framework demonstrated high performances in the train-
ing and validation tests even when the input image were
scaled to a quarter of the original one. Those results are
comparable to other works reported in the state of the art;
obtaining notable accuracy during training and validation
experiments.

Computational times are considerably reduced when the
proposed neural network is implemented on GPU, al-
though RAM memory requirements are also incremented.
This results make the proposed approach a promissory
alternative for real biometric applications, which could to
take advantage of illumination invariance of thermographic
images and the recognition performance of deep neural
networks.

In the future, we plan to perform an evaluation with a
higher number of subjects and to combine information
from another spectrum such as near infrared or visual
spectra.
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Classification of emotions by Artificial Neural Networks: a comparative study

Fernando J. Mufioz*, Emanuel B. Tello*, Daniel Patifio**, Flavio Roberti**, Elisa Pérez*, Natalia M. Lopez*

*Universidad Nacional de San Juan. Facultad de Ingenieria. Gabinete de Tecnologia Médica - San Juan, Argentina.

**Universidad Nacional de San Juan. Facultad de Ingenieria. Instituto de Automatica - San Juan, Argentina.

Abstract: Every emotion evidences a biological sign while predisposes the body to a different kind of
response. In Human-Computer interaction area, the voice recognition techniques are widely used in text
engines. In this context, the automatic emotion recognition of the speech aims at identifying the
emotional or physical condition of a human being from his voice. Both emotional and physical states of a

speaker are included in so-called paralinguistic aspects.

In this work we used a speech database

containing 7 different emotions in which 4 emotions were selected and 12 features were extracted.
Emotions were classified by different types of neural networks in order to compare the efficiency of them

to discriminate different moods.

Keywords: Classifiers, Speech recognition, Neural-Network Models, Emotions, Audio Features.

1. INTRODUCTION

Emotions govern almost all modes of human communication:
facial expressions, gesture, posture, voice tone, words,
breathing, body temperature, etc. Human perception of
emotions is about 55 % from facial expressions, and 38 %
from 7% speech from text (Busso et al., 2004). Although the
emotional state does not alter the linguistic content, this is an
important human communication factor as it provides
feedback information for the development of applications in a
wide spectrum, such as assistive technologies, psychiatric
diagnosis and lie detection (Nasr and Ouf, 2012).

Emotion recognition methods require the extraction of certain
characteristics of speech (Espinosa and Reyes Garcia, 2010).
Some are based on acoustic features such as Mel Frequency
Cepstrum  Coefficients (MFCC) and the Fundamental
Frequency to detect emotional signs. Others use prosodic
features in speech to achieve higher classification accuracy.

Many researches focus on the classification using artificial
neural networks (ANN) (Pérez-Gaspar et al., 2015). In this
work different topologies of ANN based on naive Bayes
(NB), Support WVector Machines (SVM), Multi-layer
Perceptron (MLP) and Radial Basis Function (RBF)
classifiers were designed in order to compare and classify a
set of audio signals from Berlin database, which show
opposite emotional states. A total of 12 features were taken
from the audio signals. The performance of the classifiers
was evaluated through 2 stages. In the first stage, three
emotions (happiness, sadness, and neutral) were selected. In
the second stage, a fourth emotion (fear) was added. The
ANNs were adjusted to achieve optimal classification.
Finally the comparison between the different hit rates
obtained by the classifiers was established in order to

evidence the performance of classifiers and the capacity of
description of the features set used.

2. MATERIALS AND METHODS
2.1 Database

The Berlin database was used, containing about 500 speech
audio files performed by 10 different actors, expressing
different emotions: happiness, anger, sadness, fear, boredom
and disgust, as well as a neutral expression (serene). There
are a total of ten different phrases. Four emotions of the
database were selected: happiness, sadness, fear and neutral.
The choice was based on the regionalization proposed in
Russell circumplex model (Figure 1) in which each selected
emotion characterizes one quadrant model (Russell, 1980).

o
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Fig 1. Russell Circumplex model (Russell, 1980)
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2.2 Feature Extraction

A total of 12 Features of the audio signals were extracted and
divided into 3 groups: prosodic, temporary and frequency
features. The number of selected parameters is based on
recent literature of emotions and audio signal processing
(Bustamante et al., 2015).

The statistical and temporal parameters were mean (ME),
variance (VAR), standard deviation (SD), zero crossings
(ZC) and kurtosis (K). Prosody has a very important
paralinguistic role that complements the linguistic message
and reflects the emotional state of the speaker (Espinosa,
2010). Prosodic parameters were based on the energy (E)
related to the intensity of the audio signal, the duration of
pauses and phonemes (D) and the fundamental frequency
(pitch). In frequency domain the extraction of formant,
frequency cepstral coefficients in Mel scale (MFCC) and
power spectral density (PSD) was performed.

2.3 ANN structures

This work was made in two stages in order to analyze and
track changes in the performance of classifiers when a new
emotion is introduced. As pre-processing of the audio signal,
an initial re-sampling to 16 KHz was performed. The signal
was normalized and limited in a frequency band by a
recursive Chebyshev type 1 band pass filter, with a lower cut-
off frequency at 20 Hz and upper cut-off frequency at 6800
Hz.

A voice detector was applied to the filtered signal in order to
extract the voice segments and eliminate silences. Finally it
was carried out a windowing of the signal, setting the limit at
20 ms. with 50% overlap.

The structures for the four models of ANN selected were
established. 105 samples for the first stage and 140 for the
second stage were taken from database as training set (35
samples of each emotion: happiness, sadness, neutral and
fear). The input data, corresponding to the 12 selected
features, were previously normalized. Modelling of different
ANNs was performed in MATLAB®.

2.3.1 Multi-Layer Perceptron

In the first stage, a MLP network was configured with 12
input nodes, 2 hidden layers and three output nodes.
Activation functions employed were established empirically,
defining hyperbolic functions for the hidden layers and
logistic functions for the output layer. The Levenberg-
Marquardt was implemented as learning rule. For each
emotion only one output is in high state (Y=1), while the
others remain in the low state (Y=0). In the second stage, was
added a new output node in order to identify the emotion
"fear", then was applied the same process mentioned before.
The Figure 2 shows the topologies used for these
architectures.
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Fig 2. MLP structures for three (A) and four (B) emotions.
2.3.2 Radial Basis Function

The RBF network was designed with 12 input nodes and one
output neuron (Figure 3). It can be considered as a special
MLP network of three layers. Neurons in the hidden layer
containing Gaussian transfer functions whose outputs are
inversely proportional to the distance from the centre of the
neuron. The activation function for the output node presents a
linear behaviour.

Bias=+1 [}

Features [%]

B E B BB SR B BB BB

Fig 3. RBF structure.

2.3.3 Support Vector Machines

SVM is a type of supervised learning machine that belongs to
the category of linear classifiers, since they induce linear
separators or hyperplanes, either in the original space of input



J N

*. {CLCA

= Automatic Control

UNIVERSIDAD

EAFIT

N
Py

Medellin - Colombia

examples, if they are separable or quasi-separable, or in a
transformed space (feature space), if the examples are not
linearly separable in the original space. In these cases, the
search for the hyperplane will be done implicitly using kernel
functions (Chavan and Gohokar, 2012).

In this work, a total of three SVM classifiers (Figure 4) were
designed based on combinations of the emotions selected:
Happiness/Sadness; Happiness/Neutral;  Sadness/Neutral.
After training, different kernels of inner product were used
(Linear, Quadratic, Polynomial, Radial Basis Function and
Multilayer Perceptron) to analyse which of them provided a
better performance in data classification. Then, three new
classifiers were designed to include the emotion “Fear”:
Happiness/Fear; Neutral/Fear; Sadness/Fear.

Bias=+1 [}

Features [Xv]

EomoE v OB o¥ oW ow ok oy o8B B

Source Nodes

Hidden Layer of N:
kernel inner products Layer

Linear Output

Fig 4. SVM structure.
2.3.4 Naive Bayes

The NB network was configured as a typical Naive Bayes
classifier (Figure 5) with three possible classes,
corresponding to the emotions selected for the first stage.
Uniform probabilities were supposed and the algorithm
assumes that predictors (inputs) are conditionally
independent given the class (Castillo Reyes et al., 2014;
Vinay et al., 2013).

For the second stage, a new class was added. The NB
network was then configured with four possible classes:
Happiness, Neutral, Sadness and Fear.

(c)

oNO

Fig 5. NB classifier.
2.4 Simulation

In the first simulation stage of ANNSs a total of 45 known
samples of audio were used as test set, picked from Berlin
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database, 15 for each emotion (happiness, sadness and
neutral). The 12 features of the samples were extracted,
normalized and introduced in the different topologies. The
estimated outputs were compared with the expected values.
The percentages of successes and overall performance for
emotions classified in different network models are shown in
Table 1.

In the second stage, 35 samples were added to the training
set, corresponding with the “fear” emotion and 15 samples
were used for simulation. The estimated outputs were
compared with the expected values. The percentage of hits
and overall performance are shown in Table 2.

Table 1. Hit rate and overall performance, with three

emotions.
ANN Happiness | Sadness | Neutral | Overall Performance
MLP 73.33% 66.67% | 66.67% 68.89%
RBF 46.67% 80% 33.33% 53.33%
SVM-L 73.33% 86.66% | 93.33% 84.44%
SVM-Q 46.67% 66.67% | 53.33% 55.56%
SVM-P 73.33% 60% 40% 57.77%
SVM-RBF 80% 93.33% | 46.67% 73.33%
SVM-MLP 73.33% 66.67% 60% 66.67%
NB 86.67% 93.33% 80% 86.67%
Table 2. Hit rate and overall performance, with four
emotions
ANN Happiness |Sadness |Neutral Fear Overall
Performance
MLP 53.33% 60% 80% 46.67% 40%
RBF 33.33% [73.33% [53.33% |33.33% 48.33%
SVM-L 73.33% |86.67% [66.67% |46.67% 68.33%
SVM-Q 20% 66.67% [46.67% | 40% 43.33%
SVM-P 53.33% 60% 20%  |46.67% 44.99%
SVM-RBF | 66.67% |93.33% |33.33% [46.67% 59.99%
SVM-MLP 60% 66.67% [46.67% |33.33% 51.66%
NB 86.67% 86.67% |66.67% 40% 70%
3. RESULTS

The values obtained in Tables 1 and 2 are the result of the
optimization of the training process for the designed
configurations, based on the analysis and the number of
features used as inputs to the ANNS.

In the recognition with three emotions, the SVM-L, SVM-
RBF and NB structures showed the best overall performances
(over 70 %), with variability in their hits rates according to
the emotion considered.

Figure 6 shows the detection rate of classifiers for each
emotion. It is observed that the mean values for "happiness"
and "sadness" are close to 75%, and the dispersion of
classifiers in the recognition of emotion "sadness" is the
smallest of the three cases. In the case of the "neutral"
emotion, it is evident that the mean value is less than 60%
and the dispersion of the hit rate is greater than 50%.

This evidences the relation between the descriptors used as
inputs with the performance of the ANNSs designed. Temporal
and prosodic features, as the zero crossings and the duration
of speech segments, are useful in distinguishing the emotion
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"sadness" from the others, because usually a speaker in high
state of excitation / valence tends to speak quickly with fewer
and shorter breaks, while a depressed speaker talks slowly,
introducing longer pauses.

Wariability in the hit rate in the recognition of each emotion

Neutral

Sadness

Happiness

60 70 a0 90
Percentage of hit rate

40 50

Fig 6. Hit rate variability with three emotions

“ariability in the hit rate in the recognition of each emotion

Fear

Neutral | ———————

Sadness

Happiness

50 60 70 80 90
Percentage of hit rate

20 30 40

Fig 7. Hit rate variability with four emotions

When a fourth emotion is added (Figure 7), the emotion
“sadness” keeps its hit percentage in relation to “happiness”,
“fear” and “neutral”. Table 2 shows that the overall
performance for these emotions is about 50%, obtaining in
the best cases a percentage of 75%.

Some pairs of emotions are usually confused. This is the case
of “happiness” and “fear”. The same trend appears between
“happiness” and “neutral”. Speech associated with “fear” and
“happiness” has a longer utterance duration, shorter breaks,
higher pitch and energy values with wider ranges. Therefore,
these emotions are difficult to be classified.

Although the overall performance decrease when "fear" is
incorporated, the classifiers SVM-L, SVM-RBF and NB (that
showed the best performances in the first stage) are still
higher compared to others, with percentages around 60%.
The emotion "sadness" remains as the most recognizable,
with a success rate above 70%.
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4. CONCLUSIONS

In this paper we have evaluated the performance of several
classifiers in distinguishing four emotional states under two
stages.

In the analysis with three emotions, for the classifiers NB and
SVM-L the overall performances are of 86.67% and 84.44%
respectively. With four emotions, the best classifiers remain
NB (70%) and SVM-L (68.33%) whose hit rates for
“happiness” and “sadness” are above 60 %. Considering the
capacity of the classifiers to discriminate between different
emotions, it is evident that “sadness” proves to be the most
distinguishable, regard to the others. This may indicate the
need to incorporate new features of the processed audio
signals, or even combine the best classifiers in order to
achieve better performances.

This work shows that the performance of classifiers is given
by the number and capacity of description of the input
features. Although the selected emotional states are located in
visually separable regions, according to the Russell model,
certain features of the audio signals have similar values,
making it difficult to recognize them by ANNSs. An increase
in the number of descriptors and a deeper understanding
analysis of the relations between them and the proposed
emotions might be necessary in future works.
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Abstract: We present an application of Deep Convolutional Neural Networks (CNN) for the
detection and diagnosis of breast tumors. The images used in this study have been extracted
from the mini-MIAS database of mammograms. The proposed system has been implemented in
three stages: (a) crop, rotation and resize of the original mammogram; (b) feature extraction
using a pretrained CNN model (AlexNet and VGG); (c) training of a Support Vector Machine
(SVM) at the classification task using the previously extracted features. In this research, the
goal of the system is to distinguish between three classes of patients: those with benign, malign
or without tumor. Experiments show that feature extraction using pretrained models provides
satisfactory results, achieving a 64.52% test accuracy. It is worth noting the impact of the data
augmentation process and the balance of the number of examples per class on the performance

of the system.

Keywords: Breast tumor, classification, convolutional neural network, mammogram, support

vector machine

1. INTRODUCTION

Breast cancer is the most common cancer in women and
is commonly thought to be a disease of the developed
world but nearly 50% of breast cancer cases and 58% of
deaths occur in less developed countries. It is estimated
that around the world over 508.000 women died in 2011
due to this condition. According to the World Health
Organization (2016), detection of breast cancer in its early
stages dramatically increases the chances of establishing a
successful treatment plan.

As part of the current efforts to control this condition, the
development of computer-aided diagnosis systems which
can assist medical personnel with the early detection of
tumors pose a crucial alternative. In such systems a high
reliability in the accuracy of the classifier is a top priority.

In the study by Suckling et al. (1994), the diagnosis
was performed employing a SVM trained with features
extracted using AlexNet and VGG pretrained models fed
with preprocessed mammograms. Our data source is the
database of the Mammographic Image Analysis Society
(MIAS).

The paper is structured as follows: in Section 2 we provide
a review of the application of Deep Learning techniques to
the image classification problem. Section 3 presents an out-
line of previous studies of breast cancer detection and clas-
sification using Deep Learning and Artificial Intelligence-
based approaches. In Section 4, the employed methodolo-
gies are described. Next, in Section 5 the specifications
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of the implemented system are presented. Finally, Section
6 contains the main conclusions of this work and some
possibilities for future improvements on this research.

2. RELATED WORK

The study of computer-aided breast cancer diagnosis has
been addressed from several perspectives. The aim of this
section is to briefly illustrate the state of the art in this field
using artificial intelligence and additionally using strictly
Deep Learning-related techniques.

2.1 Analysis of Breast Cancer using Artificial Intelligence
Techniques

Alolfe et al. (2009) used a SVM and linear discriminant
analysis to distinguish between benign and malign tumors
on the MIAS database. Using this approach, they classified
90% and 87.5% of benign and malignant images correctly,
respectively. A region of interest (ROI) of 32 x 32 pixels was
selected from the images and 224 features were extracted.
These features were divided into five groups: wavelet, first
order statistics, second order statistics, shape and fractal
dimension data. Finally, 13 features were selected with the
forward stepwise linear regression method.

Wang et al. (2014) used the mammographies from 482 pa-
tients to compare the accuracies from an extreme learning
machine (ELM) and a SVM to classify between images
with and without tumors. In the preprocessing stage a
median filter was used to reduce the noise and the wavelet
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transformation of local modulus maxima in conjunction
with the region growing algorithm were used as edge seg-
mentation method. Finally, five textural features and five
morphological features were extracted from the resulting
image and these were used at the classification task. The
ELM classifier exhibited better performance than the SVM
classifier.

Dheeba et al. (2014) obtained an accuracy of 93.67%
classifying between normal and abnormal tissues with an
optimized neural network using Particle Swarm Optimiza-
tion. The experiment was carried out with their private
database of mammograms and the classification was done
with the Laws Texture Energy Measures extracted from a
ROI of dimension 15 x 15 pixels.

Peng et al. (2016) obtained an accuracy of 96% using an
artificial neural network to classify the mammograms from
MIAS database. They defined three different categories
to carry out the experiment: normal, with presence of a
benign tumor and with presence of a malign tumor. A
median filter and the seeded region growing algorithm were
used to remove the noise of the original images. Then, they
extracted 16 features related to the texture properties of
the images and five of them were selected. The feature
selection algorithm, which is based on the rough-set theory,
was developed by the authors.

Mahersia et al. (2016) achieved recognition rates of 97.08%
and 95.42% on the MIAS database using a neural net-
work with a Bayesian back-propagation algorithm and
an ANFIS system as classifiers, respectively. The breasts
were classified into two categories: normal and cancerous.
The mammograms from this database were first enhanced,
removing the noise and details that may interfere with the
recognition of the tumors. Then a generalized Gaussian
density model for wavelet coefficients was used as feature
extractor.

2.2 Analysis of Breast Cancer using Deep Learning

Ertosun and Rubin (2015) used three different architec-
tures of CNNs to locate masses in mammography images.
They selected 2420 images from the DDSM dataset and
divided these images into training, validation and test sets,
containing 80%, 10% and 10% of the images, respectively.
They also used cropping, translation, rotation, flipping and
scaling techniques to get an augmented training set, in or-
der to improve the generalization ability of the system. The
experiment was divided into two stages: the first consisted
in the classification of a mammography as containing or
not masses and the second in the localization of masses in
the images.

Arevalo et al. (2015) obtained 86% of area under the
Receiver Operating Characteristic (ROC) curve by classi-
fying mammography mass lesions using a CNN as feature
extractor and a SVM as classifier. The data to carry out
the experiment was the BCDR-F03 dataset, which is part
of the BCDR database. This data was composed by 736
images, 426 containing benign mass lesions and the rest
containing malignant lesions. The data augmentation was
achieved by flipping and rotating the images. In addi-
tion, the mammography images were normalized by the
use of global and contrast normalization. The CNN was
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trained using both dropout and max-norm regularization
techniques.

Jiao et al. (2016) obtained an accuracy of 96.7% classifying
the breast masses between benign and malign from the
DDSM database using a CNN as feature extractor and a
SVM as classifier. The images were previously normalized
and whitened. On the other hand, the CNN was trained
with a subset of ImageNet, dataset produced by Rus-
sakovsky et al. (2015), and the features to perform the
classification were extracted from two different layers of
the CNN.

Abdel-Zaher and Eldeib (2016) developed a classifier using
the weights of a previously trained deep belief network as
the initial parameters for a neural network with Lieben-
berg Marquardt learning function. This model was tested
on the Wisconsin Breast Cancer Dataset, obtaining an
accuracy of 99.68%.

3. DEEP LEARNING FOR IMAGE CLASSIFICATION

This section is based on the works from Guo et al. (2015)
and LeCun et al. (2015).

Around 2006, the results obtained by a group of re-
searchers working together in parallel projects in the
Canadian Institute for Advanced Research renovated the
interest of the community for the deep neural networks.
The main four works Bengio et al. (2006); Hinton (2005);
Hinton et al. (2006); Marc’Aurelio Ranzato et al. (2006),
introduced unsupervised learning procedures to pure su-
pervised learning procedures. The objective of each layer in
the neural network was to learn the inputs of the previous
layer, as stated by LeCun et al. (2015). This approach
performed well in comparison with the existent artificial
intelligence techniques in tasks such as recognizing hand-
written digits, specially when the amount of labeled data
was limited, as mentioned by Sermanet et al. (2013).

Since the rise of Deep Learning, the CNN model outper-
formed the fully connected neural networks in tasks related
to natural image classification. However, this approach was
not seriously used at classification problems until 2012.
During six years in which CNNs were laid aside, the meth-
ods based on the Bag of Visual Words model, that were
the state of the art techniques for image classification, were
improved by Lazebnik et al. (2006) with the incorporation
of spatial geometry, through the use of spatial pyramids.

The turning point for image classification was 2012. In this
year, AlexNet, a CNN with five convolutional layers and
three fully connected layers developed by Krizhevsky et al.
(2012), outperformed the existing methodologies and won
the ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) in 2012, almost halving the error rate of the
model in second place from Russakovsky et al. (2015).
According to LeCun et al. (2015), this success reflected
the new developments in graphic hardware and algorithms:
the increased chip processing abilities (GPU units), the
use of Rectified Linear Unit (ReLU) as neural activation
functions, a novel regularization technique developed by
Srivastava et al. (2014) and the advances in algorithms for
data augmentation.
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Since the success of AlexNet in 2012, several improvements
of this model have been performed. Zeiler and Fergus
(2014) established a technique to analyze the responses
of intermediate layers, what enabled them to implement
Clarifai, winning the ILSVRC.

In 2014, deeper architectures were finally used. VGG from
Simonyan and Zisserman (2015) and GoogLeNet from
Szegedy et al. (2015) networks obtained the second and
first place in ILSVRC, respectively. The VGG network
from had 13-16 convolutional layers, while GoogLeNet had
21 convolutional layers.

He et al. (2015b) proposed a model that surpassed for the
first time human-level performance on the ImageNet 2012
test dataset, with a network with the same architecture
of VGG. In addition, He et al. (2015a) also established a
new framework to train deeper networks called the residual
learning. They developed ResNet, a 152-layers network
and won ILSVRC.

For Guo et al. (2015), researchers are focusing in three
main aspects to further improve the performance of Deep
Learning models: (a) the implementation of larger net-
works: ResNet, GoogLeNet and VGG models have shown
that the networks with a larger number of layers out-
perform the simpler ones; (b) the use of multiple net-
works, where every network can execute all the process
independently, so the responses of all the networks are
combined in order to obtain the final result; and (c) the
introduction of external information from other resources
and the use of shallow structures. In this aspect, one of
the most important developments is Regions with CNN
Features method by Girshick et al. (2014), in which the
features extracted from a CNN feed a SVM.

Other research projects have focused their efforts on get-
ting a further understanding of what deep neural networks
learn, addressing the problem from both a theoretical and
a empirical perspective. For instance, Li et al. (2016) have
recently studied convergent learning, aiming to analyze
cases in which different neural networks learn similar rep-
resentations. In this work, they propose a method for
quantifying the similarity between deep neural networks
and showed that there exist basic features which are
learned by multiple networks with the same architectures
but different random initialization.

4. THEORETICAL BACKGROUND
4.1 Convolutional Neural Networks

CNNs are a type of biologically-inspired feed-forward
networks characterized by a sparse local connectivity and
weight sharing among its neurons. A CNN can also be seen
as a sequence of convolutional and subsampling layers in
which the input is a set of H x W x D images, where
H is the height, W is the width and D is the number of
channels which, in the case of RGB images corresponds to
D =3.

Following Ng et al. (2010), a typical convolutional layer
(volume) is formed by K filters (kernels) of size F x
F x D, where FF < H and F < W. These filters are
usually randomly initialized and are the parameters to be
tuned in the training process. Since the size of the filter
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is generally strictly smaller than the dimensions of the
image, this leads to a local connectivity structure among
the neurons. Each of this convolutional volumes has an
additional hyper-parameter, S, which corresponds with
the stride that the filter is going to slide spatially in the
image.

Let’s denote a particular training example as Xgxwxp
and a convolution filter Wrypxp. As it is familiar from
the usual Multi-Layer Perceptron, it is customary to add
a bias term b to each of the linear combinations formed.
Finally, a (commonly non-linear) activation function, for
example ReLU, is applied to the convolution between the
input image and the kernels, which yields an activation
map A of the dimensions 1 + % x 1+ NgF x 1:

A= f(X %W +b)

where % represents the walid convolution between the
operands and f is the activation function.

Appending the activation maps found by applying K
diferent kernels to the input example, an activation volume
of dimensions 1+ 5E x 14+ ¥2E x K is obtained. Note that
depending on the dimensions of the image, the filter and
the size of the stride, the resulting activation volume may
reduce its spatial dimensions very quickly. An alternative
to control this situation in advance is the use of padding
techniques to the original image.

Finally, in order to perform dimensionality reduction di-
rectly on the data, pooling layers are applied to an acti-
vation volume or even the input image itself. These layers
subsample its inputs, typically with mean or max pooling,
over contiguous regions of size P x P.

Figure 1 shows an example of a typical architecture for a
CNN in which two convolutional and two pooling layers are
applied to the original image. In this case, the extracted
features obtained as are fed into a fully connected layer to
perform the classification task. Note that it is possible to
change the classifier set up at the end of the network with,
for example, a SVM or a softmax classifier.

4.2 Back-propagation Algorithm

The summary presented in this section is heavily based
on the Unsupervised Feature Learning and Deep Learning
Tutorial from Ng et al. (2010). For simplicity, we will
illustrate the algorithm assuming that we have a CNN
with the input layer followed by a convolutional volume, a
pooling layer and finally a fully connected layer.

Let’s denote by 6!+ the error term in the (I + 1)-th
layer in the network with labeled training data (z,y),
parameters (W,b) and cost function J(W,b;x,y). If the
[-th layer is densely connected to the former, the error for
this layer can be computed by:

5m:«quwﬂ.fw%

where ¢ represents element-wise multiplication and f is
the activation function.

The gradients are:
Vo J (W, biz,y) = 60D (@)
Vo J(W, b z,y) = 6(+D
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(C2) 6 feature maps

l convolution layer |

sub-sampling layer

convolution layer | sub-sampling layer | fully connected MLPI

Fig. 1. ExAMPLE OF A CNN ARCHITECTURE. TAKEN FROM: LISA LaB (2016).

If the I-th layer is a convolutional and subsampling layer,
then the error is propagated through as:

5}(;) _ upsample ((Wk(:l))t(sl(cl+1)) ° f/(zlgl))

where k indexes the filter number and the wupsample
function propagates the error through the pooling layer
by calculating the error related to each input unit.

Finally, the gradient for each filter map can be found by:
Z( El)) %r0t90(6(l+1) 2)

i=1

Vg (W bz, y) =

I+1
Vo (W, bia,y) = ), (5,§+ ))a b
a,b ’
where a(¥) is the input to the I-th layer and rot90(A, k)
rotates the input array A counterclockwise by k = 90
degrees.

4.8 Linear Support Vector Machines

Suppose we are given a training data set of size n examples
of the form:

{(X1,91), (X1,91), 00 (X, yn)}

where each y; is either 1 or —1 and each X; is a p-
dimensional vector. Thus, assuming that the data is lin-
early separable, we want to find the hyperplane that sep-
arates the group of {X;} for which y; = 1 from those for
which y; = —1 so that the distance between the hyperplane
and the nearest point from either group is maximized. For
that reason, it is also called a mazimum-margin classifier.
This can be formally expressed as:

. 1
mlnw¢0,b§||w| |2

s.t. »( EXi+b) =1 (i=1,2,...,n)
. Recall that lel represents the separation of the hyper-

plane from the origin along the normal vector w when the
hyperplane is expressed as wX — b = 0.

4.4 Confusion Matriz

Consider a classification problem with only two classes:
positive (P) and negative (N). For every training example,
there are only four possible outcomes. If the training
example is positive and the prediction is positive, we call it
a true positive; and if the prediction is negative, it is called
a false negative. On the other hand, if the training example
is negative and it is classified as negative, it is called a true
negative; otherwise, it is a false positive. Table 1 displays
an example of a confusion matrix for a two-class problem.
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Table 1. CONFUSION MATRIX

Predicted Class

" P N
E True False
o P .. .
= Positives | Negatives
®
Fal T
FoN| .
<ﬂ° Positives | Negatives

Fawcett (2006) defines a confusion matrix as a tool that
allows to visualize the performance of a classifier in a
supervised learning problem. By means of this matrix it
is possible to asses whether the system is commonly con-
fusing pairs of classes. In the aforementioned problem, the
confusion matrix summarizes the four possible outcomes
from the classifier.

5. MAMMOGRAMS CLASSIFICATION
5.1 Data

The mammograms used for the commitment of this work
were retrieved from the database of the MIAS, collected
by Suckling et al. (1994), which is known as mini-MIAS
since the images of the original MIAS database has been
reduced to 200 micron pixel edge and the dimension of the
mammograms has been fixed to 1024 x 1024 pixels. This
database contains 322 mammograms and the intensity
of every pixel is between 0 and 255. This database also
includes information about the class and the severity of
abnormalities that may be present in the mammograms, as
well as the coordinates of the center of these abnormalities.

It must be mentioned that we only used the mammogram
images and the required information to divide the mammo-
grams into three categories: patients with benign, malign
or without tumor.

5.2 Data Preprocessing

Mammogram Cropping ~ Mammograms contain black
zones in the borders which may difficult the classification
task. For this reason, we designed an algorithm to elimi-
nate these black zones based on the sum of the pixels over
the column. The algorithm finds the first column, say Cj,
on the left of the mammogram in which the sum of the
pixels exceeds a given threshold P. Now, from this point,
the algorithm finds the first column, C,., in which the sum
of the pixels is not greater than P. Then, the new image is
the one enclosed between C; and C.. This algorithm was
applied to every mammogram of the 322 retrieved from the
aforementioned database, taking P = 500. An example of
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the images obtained at this stage is illustrated in Figure 2,
in which Figure 2a is an original mammogram of the mini-
MIAS database and Figure 2b is the resultant image after
the application of the cropping algorithm.

Data Augmentation  Due to the lack of mammograms
corresponding to malign tumors (51 out of 322), it was
necessary to perform a data augmentation operation in
order to get a balanced dataset with at least 600 mam-
mograms. For this purpose, after the cropping procedure,
every resultant mammogram was rotated —90°, 90° and
180°. The label assigned to the three artificially generated
mammograms corresponded with the label of the original
image.

5.8 Feature Extraction

As mentioned in Sections II and III, CNNs are being
widely used to carry out image classification tasks be-
cause of their outstanding performance in comparison with
other classification techniques. For this reason, they have
become an emerging alternative in the computer-aided
diagnosis field.

(a) Original.

(b) Cropped.

Fig. 2. MAMMOGRAMS OBTAINED AFTER THE CROPPING
STAGE.

In this work, two different experiments were carried out
using a CNN previously trained on the ImageNet database
as feature extractor. In the first experiment, the CNN
used was AlexNet from Krizhevsky et al. (2012) while in
the second experiment the CNN used was VGG-F from
Chatfield et al. (2014). The features selected to perform
the classification of mammograms were the activations of
the last convolutional layer of the CNN. Then, in both
cases, 4096 features have been extracted for each image.

In order to feed both pretrained CNNs with the cropped
images, it was necessary to convert every mammogram into
a three channel image by repeating the single channel three
times. Then, the resulting image was resized depending
on the input dimension of the CNN (227 x 227 pixels
for AlexNet and 224 x 224 pixels for VGG-F). Finally,
the average image (which is included with the tuned
parameters of the pretrained models used) was subtracted
from the resized image.
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5.4 Classification

The goal of the system was to distinguish between three
classes: patients with benign, malign or without tumor.
Therefore, based on the works from Alolfe et al. (2009);
Arevalo et al. (2015); Jiao et al. (2016), we decided to
adopt a SVM as our classifier.

In order to evaluate our methodology, 120 and 80 mammo-
grams of each category were selected from the augmented
dataset to define the training and test stages of the SVM,
respectively. Hence, our training set was composed by 360
mammograms and our testing set by 240 mammograms.

To carry out the training of the SVM, each of the 360
mammograms selected was given as the input for the CNN
and the features obtained at this step became the inputs
for the SVM. Then, using the Statistics and Machine
Learning Toolbox from MATLAB, the SVM was trained.

The classification accuracy of the trained SVM was eval-
uated with the 240 mammograms belonging to the test
set, following the same process described above for the
extraction of the features for every mammogram.

5.5 Results

In Table 2 the confusion matrix obtained using AlexNet
as feature extractor without augmenting the dataset is
shown. This experiment was carried out with a training
set of 30 mammograms per category and a test set of
20 per category. This confusion matrix is based on the
response of the system on the test set and this low
accuracy rate of only 35%, which corresponds to 21 well
classified mammograms of the 60 that conformed the test
set, is an evidence of the necessity of performing a data
augmentation operation.

Table 2. CONFUSION MATRIX FOR MIAS TEST
SET PREDICTIONS AND FEATURE EXTRACTION
USING ALEXNET.

Target
Benign | Malign | Normal | Total
- Benign 36.53 48.12 15.35 36.53
3. | Malign 27.39 56.12 16.49 56.12
§ Normal 31.34 56.29 12.36 12.36
Total 38.35 34.96 27.97 35.01

In Tables 3 and 4 the confusion matrices corresponding
to the response of the system when AlexNet and VGG-F
CNNs are used as feature extractors in conjunction with a
SVM as classifier are exhibited. Table 3 shows the accuracy
of the system on the test set after performing the data
augmentation when the CNN used is AlexNet.
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Table 3. CONFUSION MATRIX FOR AUG-
MENTED MIAS TEST SET PREDICTIONS AND
FEATURE EXTRACTION USING ALEXNET.

Target
Benign | Malign | Normal | Total
- Benign 61.79 20.33 17.87 61.79
3. | Malign 18.79 61.75 19.46 61.75
§ Normal 22.88 20.67 56.46 56.46
Total 59.73 60.10 60.20 60.01

On the other side, Table 4 shows the response of the
system when VGG-F is the feature extractor. It can be
noted that the performance of the system has dramatically
increased after artificially augmenting the dataset: from
35% to 60.01% and 64.52% using AlexNet and VGG-F,
respectively.

Table 4. CONFUSION MATRIX FOR AUG-
MENTED MIAS TEST SET PREDICTIONS AND
FEATURE EXTRACTION USING VGG.

Target
Benign | Malign | Normal | Total
- Benign 63.63 18.45 17.92 63.63
2 | Malign 17.86 64.37 17.77 64.37
g Normal 16.91 17.54 65.55 65.55
Total 64.66 64.14 64.75 64.52

6. CONCLUSIONS

Based on the results obtained in this work, the Deep
Learning approach, particularly using pretrained CNNs
as feature extractors, is a promising methodology when
addressing the problem of diagnosing breast cancer with
mammogram images. Since in this context the reliability
of the system is highly relevant, it is desirable to increase
the achieved 64.52% test accuracy. This outcome could
be improved via fine-tuning of the final layers or training
the whole network parameters. Additionally, it is worth
noting the impact of the data augmentation process and
the balance of the number of examples per class on the
performance of the system.

The implemented system has three main advantages: (a)
the mammograms are classified directly as with benign or
malign tumor and without tumor, (b) it is not necessary
to define a specific area in which the tumor is located and
(c) apart from the mammogram, additional information
must not be provided.

Future research could be focused on the evaluation of the
following techniques:

e To extract features from multiple layers of the CNN
instead of only using the activations obtained from
the last convolutional layer.

e To use different pretrained CNNs as feature extrac-
tors, such as GoogLeNet from Szegedy et al. (2015)
or ResNet from He et al. (2015a).

e To include a feature selection phase in which the best
extracted features from a CNN could be selected to
perform the classification of the mammograms.
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e To test other classifier structures: neural networks,
fuzzy inference systems or clustering techniques.
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Abstract: In the context of data-driven monitoring, evolving environments challenge researchers with
non-stationary data flows where the concepts (or states) being tracked can change over time. This issue
is common in real industrial environments that suffer wear over time, implying for instance that the
“normal” state undergoes drift. This requires monitoring algorithms suited to represent the evolution of
the system behavior and in real industrial environments, also suited to represent time dependent features.
This paper proposes a unified clustering approach to monitoring evolving environments using a two-
stages distance-based and density-based algorithm. In this approach the system measurements trends,
found on the fly, are characterized and then used as input to the clustering algorithm that provides as
output clusters representing the system current state. Due to a forgetting process, clusters may emerge,
drift, merge, split or disappear, hence following the evolution of the system. The dynamic clustering
algorithm shows good outlier rejection capability when tested on an industrial benchmark suffering
faults with varying magnitude.

Keywords: Dynamic clustering, Fault Detection, Supervision, Evolving environments

1. INTRODUCTION

Technological advances of past decades have resulted in sys-
tems highly adaptive to a constantly changing environment. In
addition, they have changed the way enterprises get information
about the state of their systems. Huge amounts of data, arising
from various sources, are generally collected and they are avail-
able for further analysis. These two facts have promoted the
success of machine learning approaches for diagnostics tasks,
although they must face new challenges, in particular building
efficient classification algorithms that adapt the targeted model
— or classifier — to the evolution of the system and that scale to
big data.

Many researchers have used pattern recognition, neural net-
works and clustering techniques for fault diagnosis (Maurya
et al., 2010; Hedjazi et al., 2010; Eduardo Mendel et al., 2011).
To carry out diagnosis using a pattern recognition method, there
are two principal stages: training (or learning) and recognition.
One known disadvantage of classic data-driven techniques is
that they often address only anticipated fault conditions (Vacht-
sevanos et al., 2007), missing new or unknown data of which
it was not aware of during training. Other disadvantage is that
training examples usually follow static distributions that remain
unchanged over time. If the performance of the algorithm de-
creases below a given threshold it should be re-learned, but it

* This work was supported in part by the Colombian administrative depart-
ment of science, technology and innovation COLCIENCIAS, the Universidad
Nacional de Colombia and the Laboratory for Analysis and Architecture of
Systems LAAS-CNRS
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does not adapt dynamically (its structure and sometimes even
its parameters).

The classification techniques can establish a model of the
system functional states by extracting knowledge from various
attributes. This knowledge is related to a particular behavior,
without being represented by a set of analytic relations. The
modifications of these characteristics enable the detection of
abnormal operations (Isaza et al., 2009).

In the context when new objects submitted to the classifier
during the recognition stage do not imply novelty detection
nor a change of the classifier the classification is called static
classification ((Joentgen et al., 1999)). If the classifier changes
in time (dynamically), following the system, the classification
task becomes a dynamic classification problem.

Dynamism in the classifier is achieved when not only the
parameters but the classifier structure changes according to
input data in an automatic way. Abrupt changes in the data can
be captured by cluster creation or elimination. Smooth changes
are usually reflected as cluster drifts and less frequently as
cluster merging and splitting.

Among the techniques that have been used for dynamic classifi-
cation, we can mention: evolving clustering ((Angelov, 2011)),
Self-Adaptive feed-forward neural network (SAFN) ((Li et al.,
2011)), LAMDA (Learning Algorithm for Multivariate Data
Analysis) ((Kempowsky et al., 2006)), Growing Gaussian Mix-
ture Models (2G2M) ((Bouchachia and Vanaret, 2011)), CluS-
tream (Aggarwal et al., 2003), ClusTree (Kranen et al., 2011)
and DenStream (Cao et al., 2006). Some of these alternatives
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are really complex and hence not suited to handle online large
amounts of process data, such as data arriving in a stream. Their
requirements in terms of memory and processor power are too
high. Two-stages clustering (online/offline) has emerged as an
alternative to deal with large amounts of data arriving at fast
rates. Examples of this approach can be found in (Aggarwal
et al., 2003; Kranen et al., 2011; Cao et al., 2006).

Qualitative trends (QT) is a user friendly representation of fea-
tures that have been successfully applied in the fields of pro-
cess monitoring and fault diagnosis (Dash et al., 2004; Maurya
et al., 2007, 2010; Gamero et al., 2014). This non model-based
technique exploits historical data of a process to characterize
its behavior using a qualitative language. This representation
reduces the complexity of system states by allowing only a
finite set of descriptors (Gamero et al., 2014). Polynomial fit-
based methods have been used to extract time-series trends
owing to its shorter computational time and higher robustness
to noise. The main advantages of the QT representation are its
interpretability, the complexity reduction and the robustness in
presence of noise. On the contrary, one main drawback is the
lack of differentiation of episodes following the same qualita-
tive trend, i.e. the concept of magnitude is completely lost.

In (Barbosa et al., 2015) we proposed a monitoring algorithm
which couples a dynamic clustering method with an on-line
trend extraction algorithm that works incrementally on the in-
coming data. The algorithm was used to achieve on-line di-
agnosis on the continuous stirred tank heater (CSTH) model
developed by (Thornhill et al., 2008). In this paper we improve
our previous work by: (1) introducing a global and local density
analyses that improves the system tracking specially in pres-
ence of novel unknown behavior. (2) Introducing a variable
representation that allows quick detection by an operator. (3)
Proposing several functions to represent the forgetting pro-
cess. This Dynamic Clustering algorithm for tracking Evolving
Environments is called DyClee. We especially want to address
the outlier rejection and the evolution characterization capabil-
ities of our algorithm both in a local and global sense.

This paper is organized as follows: Section 2 introduces our
algorithm including the dual global and local density analysis.
Section 3 presents DyClee forgetting process including the new
proposed functions. Section 4 presents outlier detection and
its application to detect unknown system behaviors. Section 5
shows some capabilities of our algorithm in toy examples and
Section 6 shows the same capabilities in the CSTH benchmark.
Finally the conclusions are presented in section 7

2. DYNAMIC CLUSTERING ALGORITHM

This paper uses the distance- and density-based clustering
approach introduced in (Barbosa et al., 2015) improved to be
able to detect local and global outliers and to follow different
evolution dynamics. The algorithm description is shown in
figure 1.

System data is considered to arrive in stream. Data streams
take the form of time series providing the values of the signals
measured on a given process at each sampled time. In order to
extract trend information, this work proposes to process each
time series x; into episodes, to generate an abstraction of the
original signal into a simpler qualitative-like, yet quantitative,
representation.
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Fig. 1. Principle of DyClee

Episodes are defined by three elements: a trend context T'C', a
set of auxiliary variables AV and a time interval T; leading to
(@:

e(z;) ={TC, AV, T;} (D
As introduced before, to find the trend context polynomial fit
can be used. Instead of using an entirely qualitative represen-
tation using an alphabet of primitives like Maurya et al. (2007)
or Gamero et al. (2014), we use the polynomial coefficients as
trend context.

When data arrives, the preprocessing stage performs a polyno-
mial fit in order to find the underlying trend. If the polynomial
representation is considered as good, i.e. the polynomial fitting
error is lesser than the signal noise variance, the polynomial
coefficients are used as 7'C' and the polynomial start and end
time-stamps define 7.

The distance-based clustering stage creates u-clusters that are
summarized representations of the data set made by using some
statistical and temporal information. Formally, a p-cluster is
a hyper box representing a group of data points close in all
dimensions and whose information is summarized in the tuple:

uCr = (ng, LSk, SSk, tik, tsk, Dy, Classy) 2

where 1, is the number of objects in the y-cluster k, LS), € R?
is the vector containing the linear sum of each feature over the
ny objects, S, € R is the square sum of feature over the 7y,
objects, ;1 is the time when the last object was assigned to that
p-cluster, ¢, is the time when the p-cluster was created, Dy, is
the p-cluster density and C'llassy, is the p-cluster label if known.
In order to maintain an up-to-date structure allowing to track
system evolution, u-clusters are weighted with a forgetting
function.

The density-based stage analyses the distribution of those p-
clusters whose density is considered as medium or high and
creates the final clusters by a density based approach, that is,
dense p-clusters that are close enough (connected) are said
to belong to the same cluster. A p-cluster is qualified as one
of three options: dense p-cluster (DuC), semi-dense p-cluster
(SpC) or low density (outlier) O p-cluster (OpC).

In our previous work the dense character of a p-cluster was
found using a user specified parameter named «. Specifically,
being K the total number of u-clusters, D uCs are the p-clusters
with D; > « avg (D1 ---Dg), SuC are the p-clusters with
D; > Savg(Dy---Dg), and OuC are the p-clusters with
densities lower than that. The problem with this approach is
that it demands user knowledge about the density distribution

of the clusters and it does not guarantee cluster homogeneity.

In this paper we implements two different automatic ap-
proaches to establish the dense character of the p-clusters,
named global-density approach and local-density approach.
The former approach allows to detect clusters with similar
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densities while the later allows the detection of clusters with
varied densities. DyClee global- and local-density approaches
are further explained in the following subsections. These ap-
proaches are the first contribution of this paper.

2.1 Global-density analysis

In the global-density approach density is considered as a pu-
cluster characteristic regarding all the p-clusters. In this sense,
two measures are considered as representative of the u-clusters
in a global sense, the average of u-cluster’s density and the
median. These measures will work as thresholds for establish-
ing the dense character of a p-cluster. The intuition behind
the selection of these measures is that the median and average
densities of an heterogeneous group are significantly different,
although, if the group is uniformly dense, these two quantities
are equal.

Formally, a p-cluster uC,, is said to be dense at time ¢ if its
density is greater than or equal to both global measures, i.e. the
median and the average. On the contrary if its density is bigger
or equal to one of the two measures and lower than the other the
p-cluster is said to be semi-dense. Finally if the p-cluster uCp,
have a density bellow both thresholds it is said to be an OuC.
These conditions are represented in inequalities 3 to 5, where
D, is the density of the p-cluster ¢ and K is the total number of
p-clusters.

DuC < D, > median (D1 ---Dg)AND; > avg(D1---Dg) (3)
SuC < D, > median (D1---Dg)V D, > avg(D1---Dg) (4)
OupC < D, <median (D1---Dg)AND, <avg(D1---Dg) (5)

As stated before, in order to find the final clusters, the dense
character of the p-clusters and its connections are analyzed. A
set of connected p-clusters is said to be a group. Groups of
p-clusters are analyzed recursively in order to find the clusters
within. A cluster is created if every inside u-cluster of the group
is a DuC and every border p-cluster is either a DuC or an SuC.

2.2 Local-density analysis

Density-based clustering algorithms as those from (Ester et al.,
1996), proposing the DBSCAN algorithm, and (Barbosa et al.,
2015), in which we proposed an initial version of DyClee,
group data samples according to density. Nevertheless, in these
implementations, the concept of ‘dense’ is related to a global
value (MinPts in the case of (Ester et al., 1996) and « in the
case of (Barbosa et al., 2015)). The problem of taking a global
value to identify a point as dense appears when clusters with
varied densities are present in the same data set as can be seen
in Figure 2, where density is represented as p-cluster opacity.
In this case, density-based algorithms using a global approach
may misclassify low density clusters as noise.

Fig. 2. p-cluster groups of varied densities in 2D
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Unlike the previously named approaches, DyClee analyses the
dense character of each u-cluster regarding the density of the
other p-clusters in the same group. This approach allows what
is called multi-density clustering (Mitra et al., 2003).

As in the global approach the average and the median are
chosen as thresholds, but they are applied recursively in the
p~clusters groups. In other words, for each group Gy, the u-
clusters having their density higher than or equal to the average
density of the group (avg(Dg,, )) and higher than or equal to the
median density of the group (median(Dg, )) are considered as
dense. p-clusters having a density higher than or equal to only
one of those measures (either average or median) are considered
as SuCs and those with density below both measures are
considered as OpCs. Summarizing:

DuC & D, > median (D¢, ) A D: > avg (D¢, ) , (©)
™

®)

SuC < D, > median (DGk) V D, > avg (DGk) ,

OouC < D, < median (ng) AND, < avg (ng) .

The p-clusters group shown in Figure 2 is analyzed in this
manner: First, the groups of u-clusters are found and then, for
each group, a cluster is formed with the denser connected p-
clusters as shown at the left of Figure 3. Once formed, the rest
of the group is analyzed looking for the denser p-clusters (with
respect to the remaining elements of the group). If no dense
region is found the next group in analyzed following the same
method until all groups are analyzed. The final classification
is shown at the right of Figure 3. The group or groups with
the lower density are taken as outliers. It is worth noting that
global-density approaches are unable to detect the green cluster
since the densities of the p-clusters in that group are low, with
respect to the others clusters.

Fig. 3. Global-(left) and local-(right) density analysis results

3. TRACKING SYSTEM EVOLUTION

DyClee implements a forgetting process in order to cope with
cluster evolution. Specifically, p-clusters are weighted with
a decay function dependent on the current time ¢ and the
last assignation time ;. This function f (¢,#;;) emulates a
forgetting process. When a new d-dimensional object E,

T . .

(2%, ..., 2% is assigned to a p-cluster uCj, at ¢, the cluster
last assignation time is updated to t;; = t. The other attributes
of the feature vector are updated as follows:

n =0V f (8 t) +1 Yk ©)
LS/@ LS]E;tz 1)f(t tig) +a; Viyi=1,...,d.  (10)
SSU =SSV f () +a? Viji=1,....d. (D)

Numerous machine learning methods have implemented some
kind of forgetting function (also called decay function) to be
able to detect or track concepts that drift or shift over time. As
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introduced before in this work we propose several functions that
may be used in the representation of the forgetting process.

The simplest forgetting function corresponds to a linear decay
as given in equation (12). The function slope m could be
inversely proportional to the time it takes to the function to go
from one to zero, m = 1/t,,—¢. This function with t,—¢ =
6000 is plotted in blue in Figure 4. A linear decay has been
used above all in biological and physical systems.

f(umk)::{;_wn(t_tM)

If a non-forgetting time range is appended to a linear decay,
we get a trapezoidal decay profile. This type of function is
used as profile in electronic applications. The trapezoidal decay
function is given in equation (13) where ¢, represents the no
forgetting time, and t,,—¢ the time when the function reaches
zero. This function is represented in red in Figure 4.

t— 1t < tw=o
t— 1t > tw=o

12)

1 L=ty <tig
ftte) = __ to <t —t <tw=o (13)
a
0 t— 1t > tw=0

Statistical processes use overall an exponential decay function.
This function is shown in equation (14), where )\, is a positive
rate known as exponential decay constant. The function is plot-
ted in magenta in Figure 4. This type of functions is the most
widely used to model decay since it has applications in all fields
of science. A generalization of exponential decay is shown in
equation (15). It is the decay function used by (Aggarwal et al.,
2003) and (Kranen et al., 2011) and a graphical representation
can be found in green in Figure 4. The change in the base from
e to any value 3 gives interesting properties. For example, if
(3 is chosen to be B = 21), then the time at which half of the
data is forgotten, is ——. This function is known as the half life

d
function and is widely used in biological processes.
[t t) = e~ Aal(t—tik)
I (ttag) = pretemn)

Figure 4 shows the shape for the named functions in the case
where t,,—o = 6000, t, = 2000. For simplicity in the figure %,
is set to zero. As previously mentioned, DyClee implements all
the functions shown in equations (12) to (15), allowing proper
adaptation to all kind of process evolutions. In DyClee the
forgetting process impacts clusters density. As explained in the
previous section, each ¢ 4041 period the density of all p-clusters
is recalculated. Density change implies p-cluster type change,
its decrease makes Dy-clusters become Sy-clusters and Sp-
clusters become O p-clusters, and vice-versa.

(14)
5)

4. OUTLIER DETECTION AND NOVELTY DETECTION

Outlier detection has been a widely investigated problem in sev-
eral disciplines, including statistics, data mining and machine
learning and several approaches have been proposed to deal
with the outliers rejection problem ((Hawkins, 1980),(Markou
and Singh, 2003),(Zimek et al., 2012)). Outlier detection meth-
ods can be classified according to several characteristics: the
use of training (pre-labeled) data, the assumption of a standard
statistical distribution, the type of data set, dimension of de-
tected outliers, type of detected outliers (global/local), among
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Fig. 4. Decay functions used to emulate data forgetting

others. Most of classification monitoring techniques focus on
reject the abnormal observations derived from noised data.

In general, outliers indicate noise, damage or errors. Never-
theless, outliers can also be an indication of the occurrence of
unknown events or unexpected patterns resulting from system
evolution or reconfiguration.

Most commonly used outlier detection approaches are those
classified as distribution-based, distance-based (Knorr et al.,
2000), density-based (Breunig et al., 2000) or angle-based
(Kriegel et al., 2008). If the probability density function (or
functions) is (are) known and alleged to follow a normal distri-
bution, the simplest approach to outlier detection is to compute
the probability of a sample to belong to a class (or classes),
and then use a threshold to establish its outlier character. This
approach is equivalent to finding the distance of the sample to
class means and threshold on the basis of how many standard
deviations away the sample is (Markou and Singh, 2003).

Unfortunately, in most real world applications the data distri-
bution is not known a priori, as a result, non-parametric meth-
ods are generally preferred. Non parametric approaches like
distance-based, density-based or angle-based make no assump-
tion about the statistic properties of the data which makes them
more flexible than parametric methods. In this paper we use the
clustering distance and density framework to detect abnormal
data which may or may not represent the evolution of a known
state or the emergence of a novel behavior.

Since no formal unique definition of outlier exists, the notion of
outlier may greatly differ from one outlier detection technique
to another. In this work, the outlierness or not of a sample
is related to the outlierness of the p-cluster that contains its
information. Explicitly, for DyClee, an outlier sample is defined
as: A sample contained in an OuC and an OuC is defined
as a representation of samples that, due to their position and
density, do not correspond to any of the identified clusters nor
represents relevant novel behavior.

The distance and density analysis that DyClee performs allows
it to detect both, global and local multivariate outliers, the
former in all configurations and the latter when multi-density
clustering is used. The outlier character of a sample is binary,
that is, a sample can only be considered as outlier or not outlier.
Nevertheless, the outlierness of a p-cluster may be associated
with its density which provides a score about how much outlier
a p-cluster is. In other words, the set of all Op-clusters can
exhibit different densities although their densities remain close
to each other, that is, in the same relative level with respect to
the clusters densities (Su-clusters and Dp-clusters).

If global density is used, DyClee detects only global outliers. As
said in the previous section, in general, a p-cluster is considered
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as outlier if its density is lower than the median and the average
of all clusters densities, as shown in equation 5. If local-density
analysis is used, the equation 8 shows that an p-cluster is
considered as outlier iff its density is lower than the group
median density and the group average density, being its group
the set of all the y-clusters connected (directly or indirectly) to
it.

Using the local-density analysis allow low density populations
(as faults) to be represented as well as high density populations
(as is usually the case of normal behavior). In addition, the
local-density analysis allows the detection of novelty behavior
in its early stages when only a few objects giving evidence of
this evolution are present. While it is deemed desirable to detect
clusters of multiple densities, it is also important to maintain the
ability to reject outliers. DyClee’s solution to outlier rejection
is based on the exclusion of the u-clusters found to have low
density in each analyzed group.

5. TESTING IN TOY EXAMPLES

This section will illustrate how DyClee can be used to achieve
some important features in supervision. The first test aims to
show the capability of tracking the system through different
operation points, even if these points are relatively close to each
other. To this end, we select the R15 dataset from (Veenman
et al., 2002). This dataset of 600 points is generated by 15
similar 2D Gaussian distributions. DyClee deals with high
overlapped data distributions from its conception. Figure 5
shows DyClee clustering results compared to those achieved in
(Veenman et al., 2002). The 15 classes are correctly recognized.

T T T T T T T
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Fig. 5. Veenman Maximum Variance Cluster Algorithm (left)
and DyClee clustering results (right)for R15 test set.

An academic industrial example suffering from this situation
is the Tennessee Eastman Process. In this benchmark, two
different products are produced from four reactants and the
mass ratios between them vary from one operation mode to
another.

As a second test we explore the ability of our algorithm to
cluster multi-density distributions. As stated before, the ability
to detect distributions evidencing different amount of samples
or concentrations is a desirable feature in supervision since it
can improves the detection and characterization of unknown be-
haviors. Multi-density situation are very common in industrial
environments, where the measures coming from the process in
normal operation mode(s) are wide more abundant that those
coming from start-up or maintenance routines. Even more,
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Fig. 6. At left, Clusters of varied density. At right DyClee
clustering results

since faulty states are uncommon samples from those states will
be also rare.

The toy example chose to test this feature is the multi-density
set used in (Fahim et al., 2010). In this set four different
clusters exhibit densities varying in a wide range. Two of these
classes present also overlapping. The clustering results of our
algorithm are shown in Figure 6. We can see that the four
classes are correctly recognized.

Another highly desired feature comes from the fact that, in most
of the real world applications, non-stationarity is typical and
data is expected to evolve over time. In this example our algo-
rithm is confronted with slowly time changing distributions, or
as is usually called in the online learning scenario, concept drift
(Gama et al., 2014).

These drifts can come, for example, from physical wear of some
mechanical parts, by the sensitivity loss of some sensors or
by the addition of a new source of noise. In order to shown
DyClee performance over this issue, a synthetic set was created.
Three clearly differentiated distributions are used to form three
clusters. Two of this groups drift in time until shift positions as
can be seen in Figure 7. Synthetic data are generated changing
the center of the distribution each 100 samples.

k=1500

k=5300

Fig. 7. Concept Drift toy example

Dynamic data cause several clusterers to fail in finding clusters
distribution change since they cannot cope with evolution,
losing hence, the tracking over the system state. Snapshots
showing the distribution of p-clusters in several time instants
are depicted in Figure 8. It can be seen how clusters evolution
is followed thanks to the drift of some of the existent p-clusters
and to the creation of new p-clusters. Growth in the amount of
clusters can be seen between snapshots one and two, and again
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between snapshots two and three. Op-clusters are represented
as gray boxes. This dynamic tracking is possible thanks to
the implementation of the forgetting process that increase the
clusterer reactivity to data changes.

k=917

% s .

k= 1834

%

K= 3668 k= 5501

Fig. 8. u-clusters following system evolution

In the next section these features help in the diagnosis of the
CSTH benchmark introduced in (Thornhill et al., 2008).

6. DIAGNOSIS CASE STUDY: THE CSTH

The CSTH is a benchmark of a stirred tank in which hot
(50°) and cold (24°) water are mixed and further heated using
steam; the final mix is then drained using a long pipe. The
configuration of this benchmark, developed by (Thornhill et al.,
2008), is shown in Figure 9. It is assumed that the tank is well
mixed so the temperature of the outflow is the same as that
in the tank. Process inputs are set-points for the cold water,
hot water and steam valves. Process outputs are hot and cold
water flow, tank level and temperature. Process inputs and
outputs represent electronic signals in the range 4 — 20mA. The
benchmark is tested in closed-loop. PID controllers are used to
guide the plant as suggested in (Thornhill et al., 2008).

Thornhill ef al. also suggests two operation points depending
in whether or not the hot water flow is used. The suggested
set-points for the operation points OP1 and OP2 are shown
in table 1. Simulink models, with and without disturbances, are
available at (Thornhill, web resource) website. The provided
disturbances are real data sequences experimentally measured
from the pilot plant at the University of Alberta.

We adapted this benchmark in order to implement dynamic
events as evolving leaks or pipe clogging. The first simulated

Hot water

I Cold water

Fig. 9. Diagram of the continuous stirred tank heater
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Variable || or1  oP2
Level 12.00 12.00
CW flow 11.89  7.330
CWwalve 12.96 7.704
Temperature 10.50 10.50
Steamvalve 12.57  6.053
HWwalve 0  5.500

Table 1. Suggested operational points for the CSTH in mA

scenario is that of a pipe clogging. The second scenario im-
plements several faults occurring alone or in pairs. Among the
considered faults, tank leakage and valve stuck are found.

6.1 Scenario 1:Tracking state drift

One common problem in industrial applications is that states
might drift when the physical parts of the system are exposed
to wearing processes. In the case of the CSTH we simulate the
evolution of OP1 when residues accumulate in the border of
the output pipe causing a drop in the maximal output flow.
The process measurements for this scenario can be seen as
continuous lines in Figure 10. This figure also shows that our
clustering algorithm is capable of following this evolution. The
polynomial fit is also show in the figure, represented as dashed
lines.

—  Flowew —  Tankrem, == Level_trend
Tankpever == Flow_trend Temp_trend
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Fig. 10. DyClee T'C and process measurements for scenario 1

As was said before following the system evolution at seen its
measures can be a difficult task and even impossible when
dozens of signals are analyzed at the same time. We propose
to use a radar-like graphic representation to follow variables
evolution. For the simulated scenario the graphics for ¢ = 250
and ¢ = 2500 are shown in Figure 11. The drift in the Flowcow
variable are depicted as the filled area between the original
characterized point and the current point.

6.2 Scenario 2: Tracking of multiple fault scenarios

Several faults between evolving leaks and stuck valves were
simulated in this scenario. The total simulation time of this
scenario is equivalent to a timespan of a month (2.419.200
seconds) in which the plant works the half of the time in
OP1 and the other half in O P2 (operational points described in
table 1). The faulty events included in this scenario are detailed
in table 2. CSTH output signals are shown as background in
Figure 12. At the beginning of the simulation the CSTH was
working in O P1. Simple fault events and multiple faults events
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Flowew Flowey

t= 250

t= 2500

Fig. 11. DyClee clustering results for scenario 1.

t “ Event t H Event

0 || Startat OP1 9.0 e-leak starts.
1.5 e-leak starts. 9.6 e-leak fixed
2.4 || e-leak fixed 12.0 || Changed to OP2
3.5 e-leak starts. 15.0 Svalve stuck 10%
3.8 || 27¢ e-leak starts. 15.6 || Valve repaired
4.5 Leaks fixed 18.0 e-leak starts.
5.5 Svalve stuck 0% 18.4 Leak fixed
5.8 Valve repaired 20.0 HWaive stuck 40%
6.5 HW,,a1ve stuck 10% 20.6 Valve repaired
7.0 || Valve repaired 24.2 || End

Table 2. Scenario 2: Multiple fault simulation over a month
timespan. (Simulation time in sec x 10°)

were simulated. DyClee Clustering results are shown in Figure
12.
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Fig. 12. DyClee clustering results and process measurements

for scenario 2

Since DyClee works under a non-supervised learning paradigm,
only the system measures are necessary as input for the al-
gorithm. Unlike most of the tracking algorithms that can only
track known behaviors, DyClee start of not behavior at all and
built his knowledge when new behaviors are recognized. This
can be seen in Figure 12 where DyClee can successfully track
online the process and its evolution. Ten different behaviors
are recognized. The label associated to these clusters is re-
lated to their order of apparition, and zero represents the non-
representative behavior caused by extremely noised samples or
by transition states.

In order to illustrate DyClee structural evolution a snapshot of
the p-clusters distribution in ¢ between 405000 and 900000
seconds is presented in Figure 13. For this experiment the
sampling time were T = 0.5s. The algorithm start window size
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Fig. 13. Dynamic Clustering of the CSTH for scenario 2. ¢
between 308000 and 1222000 seconds

was established as winengtn = 5000 samples (2500 seconds),
the minimum size as 1000 samples and the maximum as 10000
samples. The forgetting process were activated and the ‘linear’
forgetting function were selected with 8 = 150000, that is,
thirty times the normal window size.

Clusters are represented in compact way in the radar plot shown
in Figure 14. This figure shows the cold water flow as the
key feature to detect the system evolution in most of states.
Nevertheless, the tank temperature change is what characterize
the cluster 5, corresponding to the stream valve fault.

Flowew

Tankrpepe Tanktemp

— Clus1
— Clus2

— Clus 3
— Clus 4

— Clus5
Clus 6

Clus 7
Clus 8

— Clus9
—— Clus 10

Fig. 14. Radar clusters’ representation for scenario 2

7. CONCLUSIONS

In this paper, we propose a multi-density improvement to dy-
namic clustering that follows system evolution by adapting its
forgetting process. This work illustrates with practical exam-
ples, how data-based clustering under non supervised learning
paradigm can help in process supervision. The proposed algo-
rithm is used to monitor industrial processes and has proved
to be capable to detect different types of faults including those
with time varying dynamics on the selected benchmark. The
algorithm shows good performance in presence of disturbances
and the results follow the evolution of the system. Tests have
shown performance improvement when local-density analyses
are used together with the fast distance-based clustering.
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From a technical point of view, it would be interesting to com-
pare the proposed algorithm with systems of different nature
and include categorical features, which may consolidate the
proposed methodology.
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Abstract: The inherent complexity of critical production systems, inserted in a context of sustainability
policies and environmental preservation and protection of the people, are the motivation for the design of
safety control systems, which aim to reduce the risk, inherent of any production system, to a safe level.
According to the experts, the concept of Safety Instrumented Systems (SIS) is a solution in that promotes
the reduction of risk through hierarchical layers to prevent and / or mitigate faults. Standards such as IEC
61508/61511 refer to the performance requirements, but do not mention implementation methods. Whereas
the occurrence of a fault may be associated with the occurrence of an event, Petri nets become an efficient
tool for design the detection and treatment of the effects of the occurrence of faults. This paper proposes a
method for implementing SIS in critical production systems from risk analysis techniques, fuzzy logic and
Coloured Petri Nets, considering the integration of the prevention SIS and the mitigation SIS.

Keywords: Critical Production Systems, Faults, Safety Instrumented System, Coloured Petri Nets.

1. INTRODUCTION

In this first decade of the century XXI many studies have
indicated that automation processes are undergoing
transformations that have been strongly influenced by the
advance of technology and computing resources, becoming
increasingly complex due to their dynamic and needed to
address issues such as global market competitive production
and technology used, among other factors (Chen & Dai, 2004),
(Santos Filho, 2000), (Wu, et al., 2008). Given this new
scenario, industrial processes and their control are becoming
more and more complex. Additionally, organizations have
focused on policies to achieve and to demonstrate people’s
safety and health, environmental management system, and the
capability in risk management.

In a globalized and competitive environment in which
organizations are inserted, it is essential to adopt strategic
plans and operational practices that ensure the ability to adapt
rapidly and consequent change of the systems-productive but
hitherto conceived. The expectation is that in addition to result
in a process with effective cost reduction, high product quality
and flexibility of production lines, and reduction of new
products and delivery development times (Santos Filho, 2000)
(Chen & Dai, 2004) (Wu et al., 2008), also causes the
reduction of environmental impacts of the process. The results
of this new scenario are Productive Systems (SPs) that perform
highly complex processes (Sampaio, 2011) (Ferreira et al.,
2014) that might not be achievable by conventional production
methods (Mazzolini, et al., 2011). Because of this complexity
inherent in any modern production system, some states, though
undesirable, can be achieved, it could be mentioned: the fault
states of components, design flaws, or operational errors,
including intentional, and environmental events that involve
the system. Such occurrences could result, depending on the

27

complexity of the SPs, serious risks to the physical integrity of
people, the environment and economic losses resulting from
damage to the equipment itself (Sallak, et al., 2008). Although
many studies have been presented both for diagnosis and for
the treatment of a particular class of faults (Morales et al.,
2007) (Ru & Hadjicostis, 2008) (Wang et al., 2008) (Zhang &
Jiang, 2008) (Summers & Raney, 1999) (Sallak, et al., 2008),
accidents continue to occur.

In this context, according to specialists, the use of Safety
Instrumented Systems - SIS is a solution to this problem by
inserting successive risk reduction layers to prevent and / or
mitigate the effects of occurrence of a fault in a SP. SIS are
referenced in standards such as IEC 61508 and IEC 61511, that
lists the performance requirements and the life cycle for a
design of a SIS. However, the standards make no mention of
methods for SIS implementation.

According to the relevance of the subject, several works have
been published. (Squillante JR, 2013) proposes a method for
implementing the SIS prevention, in that the risk of an SP is
evaluated by a HAZOP (Hazard and Operability) study. The
results are refined by Bayesian networks (BN), and the control
algorithm for the detection, diagnosis and treatment of a fault
are modelled by classical Petri nets. (Souza, 2014) proposes a
system for the mitigation of SIS, in which the critical elements
of the SP are defined from risk analysis techniques, and actions
of mitigation are determined by fuzzy logic. The both studies
resulted in graphs of high complexity due to the
interrelationship of arcs of the PN net. Another factor was the
limited integration of prevention and mitigation models,
revealing gaps for the actual implementation of a SIS.

This paper proposes a method for the implementation of SIS
critical SPs with reference to IEC 61508 and IEC 61511,
considering the integration of prevention and mitigation SIS,
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from the use of high-level Petri nets - HLPN for formal
modelling of control algorithms.

2. FUNDAMENTAL CONCEPTS
2.1 Safety Instrumented Systems

Safety Instrumented System (SIS) is a safety control system
which aims to reduce the risks associated with SPs. In general,
the role of a SIS is to monitor through security sensors, critical
events in the industrial process and indicate alarms or perform
preset actions through security actuators, for the prevention of
accidents or mitigation of the consequences generated by these
events (Goble, 1998).

According to IEC 61508, an SIS consists of independent layers
and risk reduction successive, which can be implemented for
safety control systems that operate independently of the Basic
System Process Control - BPCS. The structure of an SIS with
Reference to IEC 61508/61511 standards is illustrated in
Figure 1.
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Fig. 1. Risk reduction layers (extracted from IEC 61511-1)

2.2 Risk Analysis Techniques

This section introduces the fundamental concepts of some risk
analysis techniques, such as FMEA, FTA, HAZOP and What-
If technique.

The FMEA technique, described in IEC 60812 (IEC 2006),
consists of a detailed and systematic study of possible failures
of the components of a system. The failure modes of each
component are identified, and a severity level is associated
with its effect, and assess the likelihood of their occurrence.
The FMEA also discusses actions to eliminate, mitigate and
control the causes and consequences of failures. (Lewis, 1995).

Another technique used is the Fault Tree - FTA, deductive
reasoning methodology described in IEC 62025 (2008) that
part of a top event, which is the occurrence of a specific fault
in a system, which aims to determine the relationship fault
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logic components and / or operational human errors that may
be associated with the occurrence of the top event. The
analysis is done from the construction of a logical tree. In this
way, one obtains a graph which can be used to identify all
possible causes for the occurrence of a fault (Modarres, et al.,
2010). The graph enables an analysis of the "top-down", which
results in understanding how the event occurred. In the
analysis "bottom-up" it has been "why" of the event. The
advantage of FTA on the FMEA is that one can have a
combination of several elements or multiple failure modes, the
graph connected by logic elements such as "and" and "or

The study of operability and risks, or HAZOP (HAZard and
OPerability studies) defined in IEC 61882 (IEC, 2001) was
developed for efficient and detailed examination of the
variables of a process having a strong resemblance to the
FMEA. Hazop identifies the ways in which the process
equipment may fail or be improperly operated. It is developed
by a multidisciplinary team, being guided by the application of
specific words - words guide - each process variable. Thus, to
generate the deviation of operational standards, which are
analyzed in relation to their causes and consequences.

2.3 Petri nets

Petri net (PN) as a graphical tool and mathematics provides a
uniform way for model, analysis and design of Discrete Event
Systems - SEDs (Adam et al, 1998; Nassar, et al. 2008;
Zurawski & Zhou, 1994), being effective as a description of
technical and specification processes (Hamadi & Benatallah,
2003; Morales et al, 2007; Yoo, et al, 2010). It provides a
representation that can be used both as a conceptual model and
functional model of a system that can analyze and validate the
operation of the system at each stage of its development cycle.
The PN can also be used as a design tool, allowing for easy
interpretation and identification of processes and their
dynamic behavior and / or systems being modelled (Nassar et
al., 2008). The models based on NP can be used for qualitative
and quantitative assessment involving the analysis of the
behavioral properties and performance measure, respectively.
Moreover, with the development of software simulators
(Zurawski & Zhou, 1994), has provided tools for editing and
analysis of these models. Enables the representation of the
system dynamics and structure at various levels of abstraction,
according to the with-complexity system (Nassar, et al., 2008).
It is able to model synchronization process, the occurrence of
asynchronous events, competitors and conflict operations, or
resource sharing (Adam et al, 1998; Nassar, et al, 2008).

Among the extensions of PN can mention the high-level Petri
nets - HLPN (Smith, 1998) (ISO / IEC 15909, 2000) and the
Coloured Petri nets - CPN (Jensen, 1997), in which the
graphical representation the model is reduced, without losing
the formalism of classical PN, increasing the level of
abstraction and the power of process modelling, in which the
network places have individual marks and separated by type,
declared the identity of each variable. The arcs have markings
and filters that select the type of mark that can flow through
this arc and the transition that occur in different modes
confined to the locality rule their pre-set and post-set. The
dynamic graph composed is the result, so the whole graph,
registration and declaration.
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2.4 Fuzzy Logic

Fuzzy logic is becoming useful in modelling of nonlinear
systems, or when the use of differential equations becomes too
complex, or even in processes whose knowledge of the
dynamic behaviour is not yet fully understood (Lee, 1990).

Fuzzy systems are based on the human knowledge or a set of
rules that are designed to mimic human reasoning in control
decisions (Zadeh, 1996). questions like "If ... (conditional) So
... (consequent)" are formulated process experts in analysis,
and control actions are defined from the responses, and in its
May-ria, systems multiple inputs to a single output (Zadeh,
1965), (Lee, 1990), (Stern et al., 2008). All rules are processed
in parallel, with the consequent be active with its degree of
membership in the system output. Unlike Boolean logic, fuzzy
numbers are contained in a closed interval 0 to 1, and may take
values within this range (Zadeh, 1965).

The use of fuzzy logic in CPs is referenced in the IEC61131-7
standard, which deals with the conversion of fuzzy logic in
implementable language in commercial CPs.

3. PROPOSAL OF SAFETY INSTRUMENTED SYSTEM

The proposed method is outlined in the flowchart shown in
Figure 2, and the steps for its implementation, described in the
following items 3.2 to 3.9, are built from knowledge of
independent experts and/or database obtained from field
experiments, record of past operation or computer simulation
of plant under study.

Determination of the Critical Elements

!

Detection of effects of critical element’s faults

{

Prevention and mitigation actions ‘

—

|

: Cause—eﬂ'ectmatrix and identifying SIFs ‘
»
]

¥

Control Algorithm Models - PN ‘

|

Fuzzy Parameters ‘

|

Integration of PN and fuzzy models — Coloured
Petrinets

|

Control codes generation based on IEC 61131-7

Fig. 2. Flowchart of steps of the proposed method.

To illustrate the proposed method, an application example for
of a natural gas compression station is presented. Natural gas
is a mixture of highly flammable hydrocarbons. To be
extracted from the environment must be filtered and
pressurized in compressor stations to its carriage due to
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consumer centres. Figure 3 illustrate an example of a gas
compressor station.

3.1 Description of the proposed method

Fig. 3. Natural gas compressor station - Ecomp

3.2 Determination of the critical elements

To determine the critical elements of the process under study
we utilize the risk analysis techniques FTA, FMEA and What-
If. The FMEA, to associate a severity level to the occurrence
of fault of a component, indicates which components
monitored in the mitigation layer. Faulted components that
pose risks to operators, the environment and equipment,
besides violating the legislation, receives maximum severity.

Table 1. Suggested FMEA for temperature increase of the
lubricating oil of shaft bearing compressor

C: Potential Fault Mode [Potential Effects Potential Causes |Deteccion - Control| Re:

ded Actions | Severity

Turbo Lubrication Temperature increase Saturated Oil [Temperature SensorgShut-Down (Preventive) 10

Compressor |ubricating oil bearing Dioxide Carbon (Mitigate)

Damage [Oil Pump

Shaft Bearing Wear
Speed control Hardware / Software

Overload|Speed Speed Control
Torque Condensate Excess

High Temperature
Lubricant Shaft

Fault
Lubricant System

Speed Overload Torque overload Shaft Vibration

Saturated excessive nbalanced} § bearing speeding
ail ondensaty bearing wear

Fig. 3. Suggested FTA for the top event “High Temperature
Lubricant Shaft”
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3.3 Detection of effects of critical element’s faults

For each fault mode, a specific sensor links every critical
component to the mitigation PLC. According to IEC 61508,
such sensors must be independent of the BPCS. Redundant
architectures (Squillante Jr, et al., 2011), such as the criteria
voting 2003 (two of three), avoid spurious faults and sensor
reading errors.

For the results of the FMEA and the FTA of previous step,
thermocouples were inserted with the respective Tags TET-
211A to TET 211D, respectively to each of the four
Compressor units.

3.4 Prevention and mitigation actions

For each effect of a critical fault, detected by the SIS mitigation
sensors, SIS mitigation actuators implement a mitigation
action, controlled by the SIS mitigation control layer, aiming
to preserve people, environment and equipment.

To determine de mitigation actions will make use of What-If
technique, based on human knowledge and records of
occurrence of faults, its effects and the actions proposed to
mitigate its effects.

To mitigate the effects caused by the occurrence of a fault in
the compressor, beside the action of shutdown from the
prevention layer, a suggested action to mitigate the effects is
the forced cooling, in case of preventive layer is not sufficient
or if the temporal variation of temperature proves too high.

D |
[ = T < 5 e | |
£ 5 2 I XX
BB pRRy
: 3 3 1 £k
%% 0% % %%
."fi' "?t .\.’?:/ -~ .'“.gf .\F{f \,.f ™\
L)y L)t Le) i s é;:f L)
?‘.ﬂ- L ”‘ - ‘-' }‘-'
Y 1 Yy r"[" J /]\
) U " ‘ . CL. -‘xc.a

Fig. 4. P&ID of carbon dioxide cylinders of station

After this study and compilation of mitigation actions, will
determine which actuators required for each mitigation action.

3.5 Cause-effect matrix and identifying SIFs

For each initiator event, represented by the sensor signals,
determines their prevention and mitigation, the representation
is making in an array, in which the causes are listed in columns
and the effects associated with mitigation actions (actuators)
in the respective lines.

Initializers common events can be grouped, representing,
according to IEC 61508, the instrumented safety functions -
SIFs. Mitigation actions can also be common to different SIFs.
The cause-and-effect matrix for SIF 1, represented by the
signals from the sensors TET211 is illustrated in Table 3.
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Table 2. Cause - effect matrix for SIF 1

EFFECTS
ISTOP TCA
ISTOP TCB
ISTOP TCC
ISTOP TCD
CLOSE X\ -001
CLOSE X\ -017
CLOSE XV -019
CLOSE XV -020
CLOSE XV -003
CLOSE XV -018
CLOSE X\ -005
CLOSE XV -022

CAUSES

PSHH A X

>
B4
>
>

P5HH B

=
e
>
e

PSHH C

The cause-effect matrix for mitigation of SIF 1 consists of all
actions foreseen in the SIS prevention for SIF1, in addition to
fast and pressurized stop with carbon dioxide from the
compressor units and closing stock valves with their tags: XV-
10A, XV-11A, 10B-XV, XV-11B, 10C-XV, XV-11C, 10D
XV-XV-11D, 25A-XV, XV-26A, 25B-XV, XV-26B, XV-
25C, XV-26C, XV-25D, XV-26D, XV-16A, XV-16B, XV-
16C, XV-16D. The result is an array of 4 lines with the same
initiators events SIF1 prevention, but with a total of 36
columns.

The analysis of the whole process resulted in 12 SIFs, 72
initializers events (causes), and 108 actions (effects).

3.6 Control Algorithm Models - PN

The next step is the control algorithm modelling to detect the
initiator event each SIF, represented by the signs of the
respective sensors, the confirmation, and treatment of fault,
represented by their prevention and mitigation actions, based
on the results obtained by the team of experts in the process.

Their prevention and mitigation actions are performed until all
sensors indicate the safe state of their respective variables in a
logical "and". After this check, the actions of prevention /
mitigation are ceased, and the process should, according to
IEC 61508, undergo a thorough survey process for possible
fixes and maintenance for the process to be restarted.

This sequence of actions can be classified as a sequence of
discrete events, so can be modelled by Petri nets. For each SIF
is generated a model of prevention and mitigation, and
initializers events may be common to models of prevention
and mitigation, and prevention and mitigation may be common
to different SIFs.

For each model generated, the properties of bounding, liveness
and safety are checked, with the aid of computational tools as
PIPE2 and HPSim.

The results were high extended and complex graphs,
considering that the process resulted in a total of 40 PN
models, 72 initializers events and 57 actuators. Figures 5 and
6 (annex) illustrates the PN model for the prevention and
mitigation of SIF1, respectively.

3.7 Parameter determination — fuzzy logic

From the initiators events and their prevention and mitigation
developed qualitatively in the cause-effect matrix, the next
step is the analysis of these signals. From the results of What-
If technical team of experts, fuzzy logic can be used to
associate their actions of actuators for the ranges of process
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variables, or variables associated with any failure of a
component parameter.

To illustrate the algorithm, the expert reports, to a value
between 10% and 30% above the set point temperature of
TET211 shutdown must be performed. Longer a value above
50% would be unacceptable, which requires a mitigation
action beyond the proposed shutdown. Table 7 shows this
result in a fuzzy membership function implemented in the
fuzzy MatLab® toolbox. Note that we have gaps in which two
actions may be occurring, with different proportions.

Table 7. Membership functions for temperature
Temperature Action
Set Point BPCS
Above 30% of SP | Prevention
Above 50% of SP | Mitigate

According to the membership functions adopted in the Fig. 6
above, has three regions for temperature: Basic Control,
Prevent and Mitigate. The input of time derivative of
temperature was set to three values: zero, positive and
negative. As for output, which is proportional to the valve
opening was also set to three positions: zero or closed valve,
high or 100% open and medium, open at 50%.

The Table 10 illustrate the editing of the fuzzy rules, according
to the results of the What-If technique.

Table 10. Membership functions and percentage of valve

If | Temperature Op | AT/At | Then Valve
1 BPCS CLOSED
2 | PREVENTION | AND - CLOSED
3 | PREVENTION | AND + 50%
4 MITIGATE | AND + 100%
5 MITIGATE | AND - 50%
6 MTIGATE AND | ZERO 100%
7 | PREVENTION | AND | ZERO CLOSED

Table 11. Membership functions for temperature

Fuzzy Model Mamdani
AND Method Min
OR Method Max
Implication Min
Aggregation Max
Defuzzification Centroid
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Applying the fuzzy logic to the whole process was obtained a
total of 180 rules, resulting in a greatly compromised
understanding due to the interrelationship of common
actuators to different rules.

3.8 Integration of PN and fuzzy models — Coloured Petri nets

From the results obtained in fuzzy logic, the next step is the
use of high-level Petri nets, in particular the Coloured Petri
nets for the formal modelling of the control algorithm,
considering the integration of the models in classical PN of
prevention and mitigation SIFs.

Coloured Petri nets, due to its high power of representation,
resulted in simplified graphs, compared with the classical PN,
without losing the power of representation. Another factor that
contributed to the simplification was the use of hierarchical
models for all SIFs, in which the covering properties and
liveliness can be checked from the use of own elements in
hierarchical transitions. Figure 12 illustrates the model in CPN
of the SIS with reference to IEC 61508/61511.

SIF
DETECTION
MITIGATION

SAFETY
CONDITION
PREVENTIO

SAFETY
CONDITION

PREVENTION
SIS MITIGATION|

ISAFETY CONDITTON PREVENTIGN]

SIF
DETECTION
PREVENTION

[SIF_DETECTTON PREVENTION

1 'SIF_1"++|
1°"SIF_2"++
1 "SIF_3"++|
1" "SIF_4"++
1
1

TUSIF_S"++

BlE "SI 8"

17"SIF_1"++1""SIF_2"++17 "SIF_3"++1" "SIF_4"++1" ”51F_5"++1' "SIF_g"

Fig. 12. CPN model for SIS, in reference to IEC 61508

The functions of fuzzy membership, obtained from the risk
analysis techniques, were implemented in CPN models from
the brands of distinction (multisets) in their places of the
network, and use of algebraic functions to shooting of their
bows. Another advantage, as already mentioned, was the fact
of working with hierarchical models of prevention and
mitigation, in the intervals of initializers events of their SIFs
were represented synthetically in a core network, and the
related actions of prevention / mitigation, associated with the
lines of cause and effect matrix, they were represented in the
secondary networks. The actions of prevention / mitigation are
performed until the safe check condition of all sensors is
satisfied, restarting the model for the level of basic control
system - BPCS.

Because it is a derivative of the classic PN (folding), the
properties of liveness, reversibility and safety were observed,
demonstrating a proper model. Figures 13 and 14 illustrate the
SIS prevention and SIS mitigation control algorithm model for
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the SIF1. Other SIFs models.

1" "SIF1 PREVENTION PEHH—UUGB"‘

has  isomorphic

PREVENTION SIF1 /1 TRING

+15
PSHH-006A p PSHH-006A
NOT NORMAL CONFIRMED

TEMP

PSHH-006B
CONFIRMED

PSHH-006B
TREATMENT

@+15

80.0
PSHH D0GC temp temp
MOT NORMAL

TEMP

famn

PSHH-006C 1o

CONFIRMED
TEMP
1" "SIF1 PREVENTION PSHH-006C"

Fig. 13. CPN model for prevention — SIF1

CAO PSH -008A STRING
HH 006~
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MITIGATION
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temp
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PSHH-006C UP

TEMP

Fig. 14. CPN model for mitigation — SIF 1
3.9 Control codes generation based on IEC 61131-7

The control codes, implementable in commercial controllers,
can be written from the results of fuzzy logic, based on the
dynamical evolution of the CPN models. The IEC 61131-7
reference to conversion of fuzzy logic in structured text
language. Figure 15 show an example of control code, based
on fuzzy logic.
FUNCTION_
VAR_INPUT
temperature :
dtemperature :
VAR_OUTPUT
valvule : REAL; END_VAR
FUZZIFY temperature

BLOCK FUZZYCONTROL

REAL;
REAL;

TERM Basiccontrol := (0,1) (200,1) (250,0);
TERM prevent := (200,0) (250,1) (300,1) (350,0);
TERM mitigate := (300,0) (350,1) (1000,1);

END_FUZZIFY

DEFUZZIFY valvule

TERM Zeéro := 0;

TERM medium := (0,0) (20, 1) (55,1) (95,0);
TerMm high := (40,0) (100,

ACCU © MAX;

METHOD : COG;

DEFAULT := 0; END_DEFUZZIFY

RULEBLOCK Nol
AND : MIN;

RULE 1 : IF temperature is mitigate THEN valvule IS high;

RULE 2 : IF temperature is BasicControl THEN valvule IS zero;

RULE 3 : IF (temperature i1s prevent) and (dtemperature is P)
THEN valvula IS medium;

RULE 4 : IF (temperature is mitigate) and (dremperature is N)

THEN valvula IS medium;

Fig. 15. Control code, based on IEC 61131-7

4. CONCLUSIONS

The paper presents a method for the implementation of SIS to
mitigate faults in critical SPs with reference to IEC
61508/61511. A team of experts in the process assist in
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applying risk analysis techniques to determine the critical
elements. The next step consists in determine the control
signals (sensors) that can be associated with the occurrence of
faults of that critical elements which may or may not be
associated with process variables. Fuzzy logic is used to
determine the intervals of the respective sensor signals to
indicate the need to promote the shutdown and enable their
mitigation actions. Petri nets are used for the for the control
algorithm and formal model verification. However, the use of
classical PN can result in high complexity graphs, in fact
verified results. The high-level Petri nets were then used,
resulting in a better understanding of graphs, without losing
the complexity of the classical model and the results of fuzzy
logic. Another advantage is the generation of hierarchical
models, the models for the prevention and mitigation can be
modelled in a hierarchical manner for the different SIFS
process, greatly facilitating the generation of the final control
algorithm SIS.
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Appendix B. PN model for SIF 1 Mitigation
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Resumen: Este articulo presenta una plataforma de modelado y simulacidn de un sistema de distribucion
de energia eléctrica con una carga trifasica no lineal, utilizando el lenguaje VHDL-AMS (lenguaje de
descripcion de hardware de altisima velocidad que incluye extensiones digitales, analdgicas y de sefal
mixta) y, ademas, empleando dos métodos de simulacion ampliamente conocidos: Orcad/Pspice y
Matlab/Simulink, con miras a establecer una comparacion cuantitativa entre los dos métodos de
simulacion y el lenguaje VHDL-AMS. El caso de estudio usado en esta investigacion consiste en un
alimentador de distribucién de 23 nodos, considerando un escenario real de distribucion de energia
eléctrica radial tipico brasilefio, en el cual fue aplicada una herramienta de concentracion y reduccién de
cargas eléctricas. Los resultados de las simulaciones comparativas demuestran la eficacia y exactitud de
la plataforma de simulacion desarrollada en VHDL-AMS, asi como también se evidencia que el método
de simulacion Orcad/Pspice presenta mayores similitudes con los resultados de las simulaciones en
VHDL-AMS, en comparacion con los resultados obtenidos en Matlab/Simulink. Los modelos en VHDL-
AMS viabilizan el desarrollo de una futura arquitectura de simulacién en tiempo real y control para el
alimentador de distribucién de energia eléctrica, utilizando los lenguajes de descripcién de hardware
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VHDL-AMS y VHDL.

Palabras clave: Cargas Eléctricas

No Lineales,

Lenguajes de Descripcion de Hardware,

Matlab/Simulink, Orcad/Pspice, Sistemas de Distribucion de Energia Eléctrica, VHDL-AMS.

1. INTRODUCCION

De acuerdo a Oliveira et al. (2011), la evolucion tecnoldgica
de los dispositivos electronicos ha ocasionado un incremento
en el nimero de cargas no lineales, las cuales hoy por hoy
aun estan creciendo en todos los sectores, especialmente en el
sector industrial, afectando la seguridad y la continuidad del
servicio y por otra parte exigiendo un mayor esfuerzo a las
tecnologias de compensacion y regulacién convencionales,
existentes en los Sistemas de Distribucion de Energia
Eléctrica (SDEE).

Por otra parte, McGranaghan (2007) considera que las
empresas de distribucion de electricidad son responsables de
las condiciones del suministro de la energia eléctrica, estas
compafilas necesitan herramientas de ingenieria 'y
conocimiento cientifico para interpretar y aplicar la
informacién recibida, de tal manera que puedan tomar
decisiones técnicas acertadas. En este contexto, el
procesamiento y analisis de los indicadores de calidad de la
energia eléctrica (CEE) pasa por un proceso de investigacion
de los fendmenos en régimen permanente y transitorio de los
sistemas de distribucion.

34

Por lo anterior, en este trabajo, ademas de proponer una
herramienta que utiliza el lenguaje VHDL-AMS para la
simulacion completa de una red de distribucién de
alimentacion primaria con carga no lineal, considerando la
existencia de elementos de compensacion y regulacién de
tensibn, compara cuantitativamente los métodos de
simulacion Orcad/Pspice y Matlab/Simulink con el lenguaje
VHDL-AMS. Es importante mencionar que esta herramienta
propuesta es fundamental para el desarrollo de un simulador
en tiempo real para sistemas de distribucion de energia
eléctrica, en el cual, basados en los resultados comparativos
de este trabajo (al ratificarse la eficacia del lenguaje VHDL-
AMS vs Orcad/Pspice y Matlab/Simulink), se utilizara al
lenguaje de descripcion de hardware VHDL-AMS como
plataforma de modelacién y simulacion de un sistema
eléctrico y posteriormente se utilizara al lenguaje VHDL (el
cual es perfectamente compatible con VHDL-AMS), para el
disefio del sistema de gerenciamiento y control de la red de
distribucion, cumpliendo asi con los objetivos de gestion de
los indicadores de la CEE y el control en tiempo real de los
SDEE.
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2. LENGUAJE DE MODELADO VHDL-AMS

Boussetta et al. (2010) define VHDL-AMS como un super
conjunto del lenguaje VHDL, que apoya la descripcion
jerarquica, modelado y simulacion de sistemas digitales,
analégicos y de sefiales mixtas. En este contexto, VHDL-
AMS es una extensién del lenguaje digital de descripcion de
hardware VHDL (VHSIC: Circuito integrado de altisima
velocidad - “Very High Speed Integrated Circuit” mas HDL:
Lenguaje de descripcion de hardware “Hardware
Description Language”). Asi, Christen y Bakalar (1999)
aseguran que a través del lenguaje VHDL-AMS es posible
modelar y simular sistemas analdgicos, digitales o0 mixtos, los
cuales a su vez pueden ser conservativos 0 no conservativos y
normalmente son descritos por ecuaciones diferenciales
algebraicas, en las que la solucién de estas ecuaciones que
describen el comportamiento del sistema puede incluir
discontinuidades. De otro lado, Damon y Christen (1996)
publicaron que, en su naturaleza estos sistemas pueden ser
eléctricos, fisicos o mecanicos (térmicos). Cualquier
problema que pueda ser definido por una combinacién de
filas de eventos (sistema digital) o ecuaciones diferenciales
algebraicas simultaneas (sistema analdgico) se puede modelar
y simular con VHDL-AMS. Con el fin de evaluar el
desempefio de un simulador desarrollado en VHDL-AMS,
segun Nellayappan et al. (1998), se deben tener en cuenta tres
propiedades fundamentales: exactitud, eficiencia y Ila
capacidad para ejecutar la simulaciéon (rendimiento). La
exactitud se define por la seméntica del lenguaje VHDL-
AMS 'y debe ser garantizada por los algoritmos
implementados. La eficacia se mide en términos de la
velocidad (rapidez) de la simulacion. La capacidad para

=S
) “e
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gjecutar la simulacion incluye aspectos tales

necesidades de recursos y apoyo lingiistico.

3. CASO DE ESTUDIO: ALIMENTADOR DE PRUEBA
UTILIZANDO EL LENGUAJE VHDL-AMS

como

| caso de estudio utilizado consistié en un alimentador de
prueba, teniendo en cuenta un escenario real de distribucion
de energia eléctrica radial tipico brasilefio, en el cual, para el
caso particular analizado, fue aplicada una herramienta de
concentracién y reduccion de cargas eléctricas, resultando el
diagrama esquematico reducido de la Fig. 1, el cual presenta:
Una subestacion eléctrica, la cual se constituye en
una fuente trifasica desequilibrada con distorsiones
armonicas (de 14,4 kV de tension de linea);

Un regulador de tension trifisico en configuracion
Delta-Cerrada con un conmutador de TAP’s (8
posiciones aditivas y 8 sustractivas), con una
variacion total de la tension de 19,5% en las 16
posiciones;

Once cargas pasivas inductivas trifasicas
equilibradas, resultante de la porcion lineal de la
carga de lared;

Un filtro capacitivo trifdsico primario (carga
capacitiva trifasica equilibrada);

Una carga trifasica no lineal y desequilibrada.

Ibarra Hernandez y Canesin (2012) previamente publicaron
una simulacién en VHDL-AMS del alimentador de prueba de
la Fig. 1, la cual fue desarrollada utilizando el software
SystemVision™ (Mentor Graphics), considerando los
modelos basicos de los componentes eléctricos de un sistema
de distribucion desarrollados en VHDL-AMS, desarrollados
y publicados en este mismo trabajo de investigacion.
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3776110 1021881 mA
T e
Y
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L R
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Fig. 1. Ejemplo de Alimentador de una Red de Distribucion Primaria.
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4. RESULTADOS DE LAS SIMULACIONES EN VHDL-
AMS

El modelado se constituye en el nucleo de cualquier proceso
de disefio. Esta tarea consiste esencialmente en el desarrollo
de algunas descripciones abstractas de la realidad fisica, con
el propésito principal que estas sean Utiles para el proceso de
disefio y operacion. Los modelos pueden ser utilizados para
validar las caracteristicas de una parte o de la totalidad del
sistema disefiado, por ejemplo, su funcionalidad o su
rendimiento. Estos modelos pueden ser de simulacién o
ejecutables que producen una respuesta cuando se ven
afectados por los estimulos. De acuerdo con Holovatyy et al.
(2015), los modelos pueden describir el comportamiento y/o
la estructura del sistema disefiado en varios niveles de detalle,
0 niveles de abstraccion. Seleccionar el nivel apropiado es,
por un lado, un asunto de compromiso entre la exactitud del
modelo y el rendimiento (o eficiencia) de este y, por otra
parte, una manera de hacer frente a la complejidad del
Sistema.

En este contexto, fueron realizadas las simulaciones en
VHDL-AMS del alimentador de la Fig. 1, las cuales fueron
confrontadas con los métodos de simulacion ampliamente
conocidos Orcad/Pspice y Matlab/Simulink (utilizando la
biblioteca  SimPowerSystems). Las  condiciones de
simulacion se mantuvieron idénticos en los tres ambientes de
simulacion, como sigue:

Los métodos de integracién para la solucion
numérica de las ecuaciones diferenciales son:
Trapezoidal para VHDL-AMS, Newton-Raphson
para Orcad/Pspice y formula de Euler mejorada para
Matlab/Simulink. En este contexto, los pasos de
tiempo de las simulaciones son: 71,9 us para
VHDL-AMS, 10,0 ps para Orcad/Pspice y 100,0 s
para Matlab/Simulink (automatico).

Fueron realizadas las simulaciones y almacenados
los datos resultantes para el intervalo desde 500
hasta 525 milisegundos, considerdndose la
referencia de maximo nivel de los TAPs del
regulador de tension (TAP de la Fase A =8, TAP de
la Fase B =8 y TAP de la Fase C =8).

Se realizaron simulaciones de tensiones y corrientes
para toda la red, sin embargo, en este articulo, solo
se presentan los siguientes resultados mas
representativos de las simulaciones (representados
en las lineas de la Fig. 1 cuyos nombres estan
escritos en color azul):

o La linea que alimenta la carga con la peor
regulacion de tension, denominada:
LINHA_PRI-X539727_1605338,

La linea que alimenta a la Unica carga no
lineal trifasica desbalanceada, referenciada
como: LINHA_PRIX28676063_4782056,
Las lineas de entrada y salida del regulador
de tensidn, las cuales son, respectivamente:
LINHA_PRI-X28760949 960319 y
LINHA_PRI-X9603201_960320.
Utilizando el lenguaje VHDL-AMS, segun las simulaciones
realizadas, fueron obtenidas las siguientes conclusiones para
el sistema eléctrico de distribucion de la Fig. 1:
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Las cinco cargas con la regulacion de tensién mas
alta, son, respectivamente:

o CLTPEQE-XCLTPEQE539727 (carga con
la més alta regulacion);
CLTPEQE-XCLTPEQE2047531;
CLTPEQE-XCLTPEQE1525339;
CLTPEQE-XCLTPEQE1525345y,
CLTPEQE-XCLTPEQE4781628.

O O O O

La nomenclatura CLTPEQE-XCLTPEQE significa: Carga

inductiva trifasica equilibrada conectada en estrella,

referenciada para Media Tension.

Basados en las simulaciones realizadas, de acuerdo

al perfil de tension del alimentador se puede

concluir:
@)

El escenario de regulacién mas favorable
corresponde al TAP en la posicién “-2”
para las tres fases,

El escenario de regulacion mas
desfavorable corresponde al TAP en la
posicion “8” para las tres fases. En este
escenario, la carga con la peor regulacion
de tensidn (més alta), la cual es identificada
en la Fig. 1 como CLTPEQE-
XCLTPEQES39727, posee una regulacion
igual a 11,9 % para las tres fases.

Para los tres ambientes de simulacion (VHDL-AMS,
Orcad/Pspice y Matlab/Simulink), los resultados de las
simulaciones mas representativas son presentados en las Fig.
2 hasta Fig. 17. Estos resultados son obtenidos con el TAP
del regulador de tension en la posicion “8” para las tres fases.

4
1,5 %19 : : : :
1N
__05
2
c
© 0
[%2]
c
(5]
|_
-0,5
\
-1 g
.15 1 1 1 1
0,5 0,505 0,51 0,515 0,52 0,525
Tiempo (s)
— = VaVHDL-AMS Va PSPICE
Vb VHDL-AMS Vb PSPICE
= = VcVHDL-AMS Ve PSPICE

Fig. 2. Tensiones de Fase de la Linea que Alimenta a la
Carga con la Peor Regulacion de Tension (LINHA PRI-
X539727_1605338). VHDL-AMS vs PSPICE.
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1,5 Il Il
0,5 0,505 0,51 0,515 0,52 0,525
Tiempo (s)
— — Va VHDL-AMS Va SIMULINK
— = Vb VHDL-AMS Vb SIMULINK
— — Vc VHDL-AMS Ve SIMULINK

Fig. 3. Tensiones de Fase de

la Linea que Alimenta a la
Carga con la Peor Regulacion de Tension (LINHA_PRI-
X539727_1605338). VHDL-AMS vs SIMULINK.
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Fig. 5. Corrientes de la Linea que Alimenta a la Carga con la

Peor

Regulacion

de

Tension

(LINHA_PRI-

X539727_1605338). VHDL-AMS vs SIMULINK.
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0,5 0,505 0,51 0,515 0,52 0,525
Tiempo (s)
— — VaVHDL-AMS Va PSPICE
~— = Vb VHDL-AMS Vb PSPICE
— — Vc VHDL-AMS Vc PSPICE

Fig. 6. Tensiones de Fase de la Linea que Alimenta a la
Unica Carga No Lineal Desequilibrada (LINHA _PRI-
X28676063_4782056). VHDL-AMS vs PSPICE.

Tensién (V)

-1,5 I i i
0,5 0,505 0,51 0,515 0,52 0,525
Tiempo (s)
— — VaVHDL-AMS Va SIMULINK
— — Vb VHDL-AMS Vb SIMULINK
— — Vc VHDL-AMS Ve SIMULINK

Fig. 7. Tensiones de Fase de la Linea que Alimenta a la
Unica Carga No Lineal Desequilibrada (LINHA_PRI-
X28676063_4782056). VHDL-AMS vs SIMULINK.
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No Lineal Desequilibrada (LINHA_PRI-  Fig. 12. Corrientes a la Entrada del Regulador de Tension
X28676063_4782056). VHDL-AMS vs SIMULINK. B (LINHA_PRIX28760949_960319). VHDL-AMS vs PSPICE.
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Fig. 13. Corrientes a la Entrada del Regulador de Tension

Fig. 10. Tensiones de Fase a la Entrada del Regulador de (LINHA_PRIX28760949_960319). VHDL-AMS Vs
Tension (LINHA_PRIX28760949_960319). VHDL-AMS Vs §|MULINK. -

PSPICE. 4
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Fig. 11. Tensiones de Fase a la Entrada del Regulador de  Fig. 14. Tensiones de Fase a la Salida del Regulador de

Tension (LINHA_PRIX28760949_960319). VHDL-AMS vs  Tensiéon (LINHA_PRIX9603201_960320). VHDL-AMS vs
SIMULINK. PSPICE.
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Las tablas 1 hasta 8 presentan una descripcion cuantitativa
comparativa para los resultados de las simulaciones
presentados en las Fig. 2 hasta Fig. 17. En estas tablas el
valor eficaz (RMS) es calculado para el estado estacionario,
considerandose el periodo de 500 hasta 525 milisegundos,
para los tres métodos de simulacion (VHDL-AMS,
Orcad/Pspice y Matlab/Simulink).

Tabla 1. Tensiones de fase y corrientes de la linea que
alimenta a la carga con la peor regulacion de tension para
VHDL-AMSy PSPICE

-1,5 L L L I Valor RMS de estado %Error Valor RMS de estado %Error

0,5 0,505 0,51 0,515 0,52 0,525 % estacionario (v) Métodos de & estacionario (A) Métodos de
Tiempo (s) " VHDLAMS PSPICE  Simulacién VHDLAMS PSPICE  Simulacién
— — Va VHDLAMS Va SIVULINK A 732020 7.321,80  0,022% A 72,88 73,25 0,508%
— — Vb VHDL-AMS Vb SIMULINK B 736430 7.36340  0,012% B 7247 72,84 0,507%
— — VcVHDL-AMS Ve SIMULINK C 735620  7.361,50 0,072% C 7263 73,04 0,563%

Fig. 15. Tensiones de Fase a la Salida del Regulador de

Tension (LINHA_PRIX9603201_960320). VHDL-AMS vs _ )
SIMULINK. Tabla 2. Tensiones de fase y corrientes de la linea que

alimenta a la carga con la peor regulacion de tension para

600 [
VHDL-AMS Y SIMULINK
400 ° Valor RMS de estado %Error ° Valor RMS de estado %Error
E estacionario (V) Métodos de ﬁ estacionario (A) Métodos de

z 200 VHDL-AMS SIMULINK  Simulacién VHDL-AMS SIMULINK  Simulacién
= A 7.32020 7.312,21 0,109% A 72,88 71,78 1,524%
3
_5 0 B 7.36430  7.359,80 0,061% B 72,47 71,39 1,520%
S
é C 7.35620 7.329,81 0,360% C 72,63 71,42 1,688%

-200

-400 Tabla 3. Tensiones de Fase y Corrientes de la Linea que
: 4 / . Alimenta a la Unica Carga No Lineal Desequilibrada
-600
05 0505 051 0515 052 0525 para VHDL-AMSy PSPICE
Tiempo (s) ° Valor RMS de estado %Error ° Valor RMS de estado %Error
— — |a VHDL-AMS Ja PSPICE E estacionario (V) Métodos de 5 estacionario (A) Métodos de
— — |bVHDL-AMS Ib PSPICE VHDL-AMS  PSPICE Simulacién VHDL-AMS _ PSPICE__ Simulacién
— — Ic VHDL-AMS Ic PSPICE A 733300 7.332,70 0,004% A 101,95 101,98 0,033%

Fig. 16. Corrientes a la Salida del Regulador de Tension 737700 737410  0,03% B 10505 10522 0,163%

(LINHA_PRI1X9603201_960320). VHDL-AMS vs PSPICE. C 736900 7.37260  0,049% C %878 98,86 0,085%

600 4

Tabla 4. Tensiones de Fase y Corrientes de la Linea que

400 Alimenta a la Unica Carga No Lineal Desequilibrada
para VHDL-AMS y SIMULINK

~ 200
i‘:, ° Valor RMS de estado %Error ° Valor RMS de estado %Error
2 E estacionario (V) Métodos de ﬁ estacionario (A) Métodos de
E.) 0 VHDL-AMS SIMULINK _ Simulacién VHDL-AMS SIMULINK  Simulacién
g A 7.333,00 7.331,50 0,020% A 101,95 101,85 0,100%
© -200 B 7.377,00 7.362,52 0,197% B 10505 104,54 0,490%

C 7.369,00 7.351,05 0,244% C 98,78 98,52 0,255%

Tabla 5. Tensiones de Fase y Corrientes a la Entrada del

600 )5 0,505 051 0,515 052 0,525 Regulador de Tension para VHDL-AMS y PSPICE

Tiempo (S) ° Valor RMS de estado %Error ° Valor RMS de estado %Error

— — |a VHDL-AMS la SIMULINK E estacionario (V) Métodos de ﬁ estacionario (A) Métodos de

— — b VHDL-AMS Ib SIMULINK VHDL-AMS  PSPICE_ Simulacién VHDL-AMS _ PSPICE _ Simulacién
— — |c VHDL-AMS Ic SIMULINK A 823990 823860 0,016% A 403,98 405,29 0,324%
: ] f ;2 B 8232,70 8.228,20 0,055% B 405,64 406,98 0,329%
Fig. 17. Corrientes a la Salida del Regulador de Tensién > 2
C 8128050  8.283,40 0,035% C 400,08 401,49 0,351%

(LINHA_PRIX9603201_960320).  VHDL-AMS  vs

SIMULINK.
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Tabla 6. Tensiones de Fase y Corrientes a la Entrada del
Regulador de Tension para VHDL-AMS y SIMULINK

Valor RMS de estado %Error Valor RMS de estado %Error

E estacionario (V) Métodos de % estacionario (A) Métodos de
VHDL-AMS  PSPICE Simulacién VHDL-AMS  PSPICE Simulacién

A 8.239,90 8.238,60 0,016% A 403,98 405,29 0,324%

B 8.232,70 8.228,20 0,055% B 405,64 406,98 0,329%

C 8.280,50 8.283,40 0,035% C 400,08 401,49 0,351%

Tabla 7. Tensiones de Fase y Corrientes a la Salida del
Regulador de Tension para VHDL-AMS y PSPICE

Valor RMS de estado %Error Valor RMS de estado %Error

E estacionario (V) Métodos de § estacionario (A) Métodos de
VHDL-AMS  PSPICE Simulacién VHDL-AMS  PSPICE Simulacién

A 7.414,50 7.414,20 0,004% A 403,98 405,29 0,324%

B 7.459,40 7.456,50 0,039% B 405,64 406,98 0,329%

C 7.451,00 7.454,60 0,048% C 400,08 401,49 0,351%

Tabla 8. Tensiones de Fase y Corrientes a la Salida del
Regulador de Tension para VHDL-AMS y SIMULINK

Valor RMS de estado %Error
estacionario (A) Métodos de
VHDL-AMS SIMULINK  Simulacién

Valor RMS de estado %Error
estacionario (V) Métodos de
VHDL-AMS SIMULINK Simulacién

Fase
Fase

A 7.414,50 7.414,50 0,000% A 403,98 400,09 0,972%
B 7.459,40  7.457,89 0,020% B 405,64 401,67 0,988%
C 745100 7.436,54 0,194% C 400,08 395,91 1,052%

5. CONCLUSIONES Y TRABAJO FUTURO

En este trabajo fue desarrollada una plataforma de modelado
y simulacion en VHDL-AMS, la cual fue comparada con dos
métodos de simulacion bien conocidos (Orcad/Pspice y
Matlab/Simulink), utilizando un alimentador de distribucion
de energia eléctrica en media tension, teniendo en cuenta un
escenario real de distribucion de energia eléctrica radial
tipico brasilefio, en el cual fue aplicada una herramienta de
concentracion y reduccion de cargas eléctricas. Los
resultados de las simulaciones comparativas demostraron la
eficacia y exactitud de la plataforma de simulacion
desarrollada en VHDL-AMS.

Con base en el andlisis cuantitativo de los resultados
obtenidos en las tablas | hasta VI podemos concluir:

e Los mayores porcentajes de error en los métodos de
simulacion VHDL-AMS vs Orcad/Pspice fueron
respectivamente: 0,072% para las tensiones vy
0,563% para las corrientes.

Los mayores porcentajes de error en los métodos de
simulacion VHDL-AMS vs Matlab/Simulink fueron
respectivamente: 0,360% para las tensiones vy

1,688% para las corrientes.

Considerando las conclusiones anteriores, se evidencia que el
método de simulacion Orcad/Pspice presentd mayores
similitudes con los resultados de las simulaciones en el
lenguaje de descripcion de hardware VHDL-AMS, en
comparacion  con  los  resultados  obtenidos  en
Matlab/Simulink.
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Se debe resaltar que los resultados obtenidos en este articulo
servirdn como base para el desarrollo de una Arquitectura de
Simulacién en Tiempo Real y Control (ASTR&C) para el
alimentador de distribucion de energia eléctrica, con el fin de
analizar la calidad de la energia y mejorar las acciones de
control en los sistemas de distribucion, buscando de esta
forma aumentar la confiabilidad y sostenibilidad del sistema
eléctrico de potencia. Esta arquitectura utilizara los lenguajes
de descripcion de hardware VHDL-AMS, para la simulacién
en tiempo real, y VHDL para el desarrollo de un sistema de
gerenciamiento de la distribucion y control.

Ambos lenguajes VHDL y VHDL-AMS, junto con la
informacion del sistema de distribucién de energia eléctrica,
permitiran la simulacién en tiempo real y el control de los
alimentadores de distribucion de energia eléctrica.

Desde el punto de vista de la docencia e investigacion, este
trabajo se constituye en un enlace entre los sistemas
eléctricos de potencia (redes de distribucién de energia
eléctrica) y los sistemas electrénicos que utilizan lenguajes de
descripcion de hardware (lenguaje VHDL-AMS). De esta
forma, se utiliz6 una herramienta de modelado y simulacion,
disefiada originalmente para describir sistemas analdgicos,
digitales y de sefial mixta (VHDL-AMS), para una aplicacion
focalizada a los sistemas eléctricos de distribucion.
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Abstract: The concept of a free-piston expansion/compression unit with a variable Built-in
Volume Ratio (BVR) is proposed. This device has no crankshaft mechanism which provides
a possibility to optimize the expansion process free of mechanical limitations. An additional
degree of freedom is used, namely the rotation to control the in- and the outlet ports timing.
Further, the operation in the expander mode will be described.

In most of the existing linear expanders/compressors, bouncing chambers or devices are used to
reverse the piston movement at extreme positions. This approach is characterized by relatively
high energy losses due to irreversibility of such a process. As an alternative, a fully controlled
movement of the piston is proposed. This paper is focused on the control algorithm based on
rules, which have been obtained and based on the insight in the system. Including the rotation
timing, resulting in an optimal expansion process with an outlet pressure matching with the

AUTOMATION

required one.

1. INTRODUCTION

Steady state operating volumetric compressors and ex-
panders are widely studied machines. The challenge is to
use such devices under strongly varying in- and outlet
pressure and temperature conditions, especially at rela-
tively high pressure ratios, which is frequently the case
in waste heat recovery for non-stationary applications.
For instance, the heat recovery from truck flue gases by
means of an Organic Rankine Cycle (ORC) requires an
expansion device with adjustable Built-in Volume Ratio
(BVR). Fixed BVR machines cannot follow variations
in the evaporating pressure caused by changes in both
the flow rate and the temperature of the exhaust gases,
resulting in a non-optimal operation of the system.

To overcome the lack of commercially available expanders,
a novel variable-BVR expander has been proposed by the
authors as an alternative to existing solutions, mainly
conversion of compressors to expanders (Imran et al.,
2016). Based on the results obtained during the tests
performed on an ORC laboratory setup, the proposed
idea intends to be a solution for challenges in expander
technology established during these experiments.

The long-term objective is to develop a commercial unit
meeting the requirements for a micro-scale ORC-system:
inexpensive, scalable, flexible and efficient. The short-term
objective, which has to be reached in the frame of the
current project, is to develop a setup meant to validate
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the behavior of the main components and to demonstrate
the feasibility to synchronize the linear and the rotational
movement of a piston in order to achieve any required
volume ratio. A proposal for a patent has been filed.

In this paper, the first approach towards the design of
a control strategy for the proposed machine, is reported.
The mathematical modeling and the numerical results,
which led to the consideration of a controller design, are
presented and discussed.

2. NOVEL VARIABLE-BVR EXPANDER

The mechanical design and the operation principle of the
test prototype with an embedded linear generator (Fig. 1)
is described in previous publications (Gusev et al., 2016).
The piston rotates while moving, closing and opening the
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Fig. 2. Variable volume ratio

intake port at the required moment defined by the model.
The built-in volumetric ratio can be expressed as:

; (1)

where V; is the volume at the moment of closing of the
inlet port and V5 is the volume of the working chamber
after the expansion. The piston relative displacement x
corresponds with the volume V.

The BVR = 10 at x = 0.1 is shown in Fig. 2 when the
leading-bottom corner of the piston skirt opening leaves
the inlet opening of the cylinder. Since the rotation and
translation of the piston have to be synchronized, the
model is focused on the accurate definition and control
of the piston position in both dimensions by means of
rules, dictated by the thermodynamic model. The control
coefficients, obtained from this model trigger the control
sequence accelerating or decelerating the piston. The feed-
back signal is provided by the translation and the rotation
encoders.

Since at the beginning of the prototype design, leakages
are unavoidable and the discharge of expensive or toxic
working fluids into the atmosphere is unacceptable, air is
chosen as a working fluid.

In order to avoid complications with an embedded design,
it was decided to separate translation and rotation move-
ment and to use standard components. Several industrial
linear motors operating in a brake mode are compared, its
characteristics provided by the manufacturers are used as
input for the model.

The chosen configuration is based on a standard linear
motor consisting of a moving primary coil section and
a secondary magnetic section (Fig. 2). In the adjusted
design, two moving magnetic secondary sections are placed
back-to-back on a linear guide system and two primary coil
sections are fastened outside (Fig. 4). Such a configuration
allows to equalize electromagnetic attraction forces and to
reduce drastically the friction losses in the linear guiding
system. Moreover, the maximal static force is twice the
size, compared to a single-coil design for almost the same
setup size and it is 6.2 kN in total. The inlet pressure
applied to the piston can vary from 0.6 to 1.6 MPa. Other
major setup parameters are summarized in Table 1.
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Primary section

Secondary section

Primary section
Primary section

Fig. 4. Adjusted design
Table 1. Main parameters of the designed test

setup
Bore Stroke Frequency | Moving mass
(m) (m) (Hz) (kg)
0.08 | 0.23-0.31 5-10 30

3. THE EQUATION OF MOTION
3.1 Translation

The model of the free-piston expander is based on the same
approach as (Mikalsen and Roskilly, 2008). The dynamics
of the piston translation is dictated by Newton’s second
law: 2
T

— Fpr = Far=mp—g (2)
where F), i and F}, 4;5 are gas forces in opposing working
chambers, the friction force Fy,, the electromagnetic force

F¢; and the piston mass m,,.

Fpeyt = Fp dis

The gas forces are applied to the same central element
and defined by the pressure profile of an expansion process
(Fig. 5) which is simulated using the expander hybrid gray
box model designed in previous studies. The CoolProp
library connected to Python is used (Bell et al., 2014) in
order to calculate thermodynamical parameters.

The working fluid entering the expander is cooled down
since the expander wall temperature is typically between
the in- and the outlet temperature of the working medium.
At the end of the expansion, the heat flux reverses. This
heat transfer from or to the expander walls is taken
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into account. The friction force Fy, is dependent on the
speed of the piston. The correlation for dynamic friction
behaviors of pneumatic cylinders obtained in (Tran and
Yanada, 2013) is used. The heat produced by the friction
is also incorporated into the model.

The translation speed changes under the applied electro-
magnetic force F,;, which is constant and acting alter-
nately accelerating and decelerating the piston, in order to
stop the piston at its extreme left and right positions, so all
kinetic energy is absorbed and transformed into electricity.
The approach is similar to (Petrichenko et al., 2015). The
resulting equation can be written as follows:

wD? dx

T(pcyl(t) _pdis) - Ffr (dt) - (3)

where D - is the piston diameter, p., and pgs are
pressures in the working chamber and the discharge port
respectively. The Equation 3 is used to control the drive of
the linear motor, the position sensor is used for feedback
of the piston position. The rotation is synchronized with
the translation in order to obtain the required discharge
pressure at the end of the expansion (Fig. 6).

Pz

Fel(t): mpﬁ7
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3.2 Rotation

A servo motor attached to the expander on the opposite
side of the linear generator side rotates the piston with an
average frequency of 1/2 the frequency of the translation
since there are two inlet and two outlet ports in each
working chamber. The general equation for torque balance
at the motor shaft can be written for the prototype as

follows:

Ty = Tj + Tfric ’ (4)
where T¢; electromagnetic torque, T} - inertia torque and
Tfric - friction torque. The moment of inertia defining
the inertia torque is the sum of moments of inertia of all
components in the rotation train: the servo motor, the
piston and shafts. These can be calculated using the sizes
of the components used. These components rotate about
the same axis and are have cylindric shape. The moment
of inertia of a hollow cylinder is:

J= fm(Dz

out

+D},), (5)

where m is the mass of the rotating component, D, -
the outer diameter, D;, - the inner one which is equal to
zero for shafts and the servo motor rotor. The shaft mass
and the diameter is relatively small and therefore can be
neglected.

For the calculations of the friction torque, the same cor-
relation as for the linear motion can be used (Tran and
Yanada, 2013) with adjustments for the rotational motion
by substitution of the peripheral speed of the piston in-
stead of the linear one.

The resulting equation, used for the servo motor control
can be written as follows:

d2
[ (mTOtDTot + Meyl (Dgyl,out + Dgyl,zn)) +

dr?
o ( ﬂ | (6)
6

where D, - is the servo motor rotor diameter, Dy out
and Dy in are the outer and the inner diameter of the
piston.

Tu(t) =

Dcyl
2

#()
dt

There is no influence op working pressures on the rotation
since the in- and the outlet ports are placed axisym-
metrically and therefore the pressure induced forces are
compensated.

4. CONTROL STRATEGY

The control strategy here proposed corresponds to an
algorithm designed based on the mechanical insight, where
a set of rules are proposed to achieve the desired perfor-
mance.

4.1 Intake and discharge.

The working medium enters the expander through a rect-
angular port formed by the openings in the housing and
the skirts. The mass flow rate is dependent on the port area
S, the pressure difference between the inlet pressure pg,
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Intersection area

Fig. 7. Schematic of the port geometry.
Table 2. Inlet port and the skirt opening sizes

Lopen Lpo'rt ﬁopen 6}107‘15
(m) (m) | (rad) | (rad)
0.02 | 023 | /12 | n/12

and the pressure in the cylinder p.,;. The intersection area
is changing according to the rotation and the translation
of the piston (Fig. 7).

The position of the lower left corner of the cylinder wall
opening is chosen as the reference point. The start of
the intake process corresponds with the position of the
piston when the lead-top corner of the skirt opening is
at the reference point. A simplified algorithm defining the
overlap of two rectangular openings is used to calculate
the intersection area (Eq. 7):

S(t) = (maﬂc(O, min(Ltransl (t)a Lport)

— max(0, Liransi(t) — Lopen)) X

x (max (0, min(p(t), Bport)

D
- max(& d)(t) - ﬂopen)) : 7 ‘n,
where n is the number of ports. There are two axisymmet-
ric ports used in current configuration. The inlet port and

the skirt opening sizes are shown in Table 2.

A similar model is applied to estimate the mass flow rate
during the discharge process. The corresponding pressures
Deyr and pgis are used.

4.2 Optimization criteria

Filling factor. The stroke length is defined in previous
simulations and is kept constant. The piston movement
profile under the applied forces defines the frequency of
the machine, which must be maximized for a higher mass
flow rate of the working medium. However, the higher the
piston speed during the intake phase, the more difficult
to maximize the inlet area for a higher filling factor. The
definition of a filling factor is introduced by (Lemort et al.,
2009) and means the measured flow rate divided by the
displacement. Ideally, the density of the working fluid at
the end of the intake is equal to the one at the inlet port.
The actual density of the working fluid in the cylinder
divided by the ideal one gives the indication of the intake
efficiency.

Peyl

. (®)

brp =

45

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 2. AUTOMATION

Table 3. Adjustable control parameters for
different inlet pressures.

Pressure, MPa k1 k2 k3 k4 k5 k6
1.0 0.41 | 1.05 | 0.426 | 0.242 | 0.15 | 0.006
0.6 0.75 | 1.09 1.0 0.242 | 0.15 | 0.007

A non-optimized velocity profile is shown on Fig. 6. As it
can be seen on pV-diagram (Fig. 10), the inlet port closes
relatively late causing a significant pressure drop of about
100 kPa at the end of the intake. The filling factor in this
case is about 0.89.

After the optimization, the filling factor rises above the
unity, which, beside the optimization, is caused by cooling
down of the working fluid during the intake process due to
a lower temperature of the expander. A normalized filling
factor can be applied by using the actual temperature in
the working chamber instead of the inlet temperature.

Intake efficiency.  Another optimization criterion can be
the intake efficiency expressed as a ratio of surface areas
of the actual and ideal pV-diagrams from the opening of
the inlet until it closes. After the rotation and translation
adjustment, the values of 0.96 - 0.97 are obtained.

The linear motion and the rotation of the piston have to
be synchronized in order to achieve the required BVR and
a maximal inlet area during the intake. The maximal inlet
area is theoretically achievable only if the motion of the
piston is defined by square waves of both the rotation and
the translation, which is impossible in practice due to a
certain mass and the moment of inertia characterizing the
piston. It is possible to approach such an ideal movement
profile by reducing the piston acceleration while the inlet
is open for more accurate timing control by rotation. The
rotation has to be also adjusted.

Fig. 8 and Fig. 9 show the control algorithm for the
piston linear movement and the rotation respectively. The
adjustable parameters k1 - k6 allowing the pressure ratio
of 1.0 and 0.6 MPa are shown in Table 3.

4.8 Translation control

Intake:  Fep = From - k1 - the electromagnetic force is
limited by the factor k1 during the inlet phase.

Deyl < Ddis - k2 - the piston is forced to move until the inlet
port opens and the cylinder pressure starts to increase
until a certain value defined by k2.

Fern = —Fyer,, + Fyric - the piston speed is kept constant
as long as the inlet is open (¢ > Bport + Bopen). All forces
are compensated by the electromagnetic one.

Acceleration: ~ While the piston speed is lower then v,,,44,
the nominal force (Fom ) is applied.

Brake:  The electromagnetic force is adjusted so the
piston reaches its extreme right position with v 0
(Fig. 11). A PI-action can be applied at the end of the
stroke in order to compensate a linear positioning error.
It is important to avoid an overshoot since it means a
mechanical impact of the piston on the stator.
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{Piston at the extreme right position, v = 0 m/ s}

Fig. 8. Piston linear movement algorithm

4.4 Rotation control

Intake: ~ While the piston starts to move away from
its extreme left position, the rotation velocity is wg. By
applying a decelerating torque of —T},,,, at the moment
defined by k4, the rotation decreases, ideally down to
zero (k5 = 0), when the skirt opening is aligned with
the inlet opening. The resulting speed can be adjusted by
the coefficient k5 if the rotation should not be completely
stopped but just reduced to allow a higher piston response.
This is an open loop control since a high positioning
accuracy is not required.

The piston travels to the right without rotation. When
the displacement reaches a certain value defined by k6,
the rotation is accelerated with a torque of Ty, in
order to close the inlet port when it is dictated by the
thermodynamic model.
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Fig. 9. Piston rotation algorithm

Deceleration — After the inlet is closed (¢ > Bport+Bopen),
the piston rotation speed needs to be reduced until it
reaches wp, then the piston rotates with a constant speed.
The torque applied from the servo motor is equal to the
one caused by friction. At the end of the stroke, a PI-action
can be applied for a better accuracy.

The resulting velocity profile vs. time is shown on Fig.12.
It can be seen that the higher the inlet pressure, the faster
the piston reaches its maximal translation speed, so a lower
brake force is needed to decelerate it until the extreme
right position.
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5. RESULTS AND DISCUSSIONS
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The developed model is based on parameters of the se-
lected linear motor and the servomotor and allows to
synchronize the rotation with the linear movement of the
expander. By decreasing the linear speed during the intake
phase, the pressure loss at the inlet can be reduced. How-
ever, reduced translation speed means lower frequency and
the mass flow rate through the expander, so the optimum
has to be found (Fig. 12).

The rotation of the piston can be increased or decreased
when necessary for a better fit of the inlet. A moderate
rotating acceleration/deceleration is achievable in combi-
nation with the piston deceleration during the intake. The
final deceleration must be adjusted so the leading edge of
the skirt opening reaches the outlet port at the end of
the stroke. In this case this angle is 7/2 (Fig. 13). Two
rotation/translation profiles for different inlet pressures
are shown on Fig. 14

The shape of the inlet port needs to be adjusted to
”follow” an optimal intake profile in order to keep the
inlet intersection area around its maximum during the
intake phase. Otherwise higher pressure ratios will require
high dynamics from electromagnetic train or will cause
relatively high intake losses.

The presented model is focused on the inlet control and
therefore simplified by setting the outlet pressure as con-
stant.

6. CONCLUSIONS

The dynamics of the system depend on the linear generator
used. Industrial linear motors are characterized by large
moving masses. It is possible to reduce the weight of
the piston if magnets are directly attached to it. A high
dynamics of the piston movement is necessary to increase
the resulting frequency and the volumetric flow rate of the
machine. A relatively high static force is required to keep
the piston under control at its extreme positions. The use
of a position encoder ensures the high accuracy of the inlet
timing, which is crucial for the system efficiency.

The proposed system contains no bouncing devices such
as gas- or mechanical springs, which are typically used
in free piston machines. Instead, the piston movement
is fully controlled, so its velocity becomes zero at both
extreme positions. A higher system efficiency is expected
since mechanical wear or thermodynamic irreversibilities
are avoided.

REFERENCES

Bell, I.H., Wronski, J., Quoilin, S., and Lemort, V. (2014).
Pure and pseudo-pure fluid thermophysical property
evaluation and the open-source thermophysical property
library coolprop. Industrial & engineering chemistry
research, 53(6), 2498-2508.

Gusev, S., Ziviani, D., De Viaene, J., Derammelaere, S.,
and van den Broek, M. (2016). Modelling and prelimi-
nary design of a variable-bvr rotary valve expander with
an integrated linear generator. In Proceedings of the
17th International Refrigeration and Air Conditioning
Conference at Purdue.

48

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 2. AUTOMATION

Imran, M., Usman, M., Park, B.S., and Lee, D.H. (2016).
Volumetric expanders for low-grade and waste heat re-
covery applications. Renewable and Sustainable Energy
Reviews, 57, 1090-1109.

Lemort, V., Quoilin, S., Cuevas, C., and Lebrun, J. (2009).
Testing and modeling a scroll expander integrated into
an organic rankine cycle. Applied Thermal Engineering.,
29, 3094-3102.

Mikalsen, R. and Roskilly, A. (2008). The design and sim-
ulation of a two-stroke free-piston compression ignition
engine for electrical power generation. Applied Thermal
Engineering, 28(56), 589-600.

Petrichenko, D., Tatarnikov, A., and Papkin, I. (2015).
Approach to electromagnetic control of the extreme
positions of a piston in a free piston generator. Modern
Applied Science, 9(1), 119-128.

Tran, X.B. and Yanada, H. (2013).
behaviors of pneumatic cylinders.
and Automation, 4(2).

Dynamic friction
Intelligent Control

Appendix A. NOMENCLATURE

A.1 Latin characters

D diameter

force

length

mass

number of ports
pressure
intersection area
time

volume
displacement

BT 3 I Ny

A.2 Greek characters

port angle rad)
difference -
speed m/s)

angle of rotation
filling factor
relative displacement

o6 S b

A.8 Subscript

cyl cylinder

dis discharge

el electromagnetic
fr friction

max maximal

min minimal

open  opening

port port

rot rotation

su supply
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Abstract:

The clinker production process is mainly affected by the quality of the raw material. The
chemical composition required for the formation of clinker is giving by the mixing of different
limestone sources, clay, and iron ore. The optimal combination may be determined in principle
by linear programming techniques, but the variation of the quality of limestone mines is high, so
it is necessary to adjust the mix online, by using transport mechanisms which are discrete and
sharing other resources. The feed to the mill is divided into two processes : crushing and forming
stacks ( pre- homogenization ) and the mixture preparation online in the mill for forming flour
( homogenization ).

The goal is to design mechanisms that allow the proper proportions of minerals to the furnace
inlet through programming online resources for pre-homogenization : the limestone quarries,
trucks, crusher and transport mechanism of the raw material to deposit. Supervisory control
techniques are used, and models are constructed as discrete event systems to ensure that
the mixture is as homogeneous as possible over time. A particular architecture (Holonic
architecture), it is used in the solution; which allows an easy and effective implementation of
an on-line supervisor. Supervisor uses the material existence and cost knowledge. A reference is
made to an application that is a Discrete Event System model interpreter for the implementation
of the supervisor.

Keywords: Discrete Event Systems, Integrated Automation, Cement industry, Planning,

AUTOMATION

Supervisory Control.

1. INTRODUCCION

The cement industry is critical in the development of con-
temporary society to be basic raw material in the construc-
tion industry . The central element in the manufacture of
cement is the clinker production, obtained by calcining a
mixture mainly of: Calcium Oxide (CaO), silicon dioxide
(Si03), Aluminum Oxide (Al303), and iron oxide (Fe03)
found in limestone, clay and the iron ore. The process for
Portland cement production is shown in Figure 1, and it
is divided into the following stages:

(1) Conveying limestone; it is transported to warehouses
in the cement plant and placed in cells having the
same quality.

(2) Crushing and pre-homogenizing, which reduces the
size of the limestone rocks that can be used by the

I Thanks to the Senescyt of Ecuador who partially funded the
project and Cementos Guapan in Azogues, Ecuador for the infor-
mation provided.
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raw mill and at this stage a first mixture of stone from
different sources is performed to obtain a limestone
(CaO) pre - homogenizing. The mixture is made to
comply with predetermined percentages of limestone.
Homogenizing. It makes a mixture of limestone (pre-
homogenizing) with iron ore and clay to achieve the
ideal blend, and in some cases corrective limestone is
added. A stage of homogenization process is the raw
milling , where minerals are reduced to a diameter of
millimeters, so that the mixture is given particle level.
Then, this milled mixture is carried deposits where
homogenization of the mixture is complete, and then
fed to the furnace. The product obtained is the raw
meal, which feeds the oven.

Clinkering, consisting in transforming the mixture (
raw meal ) in clinker by a cooking process; and finally,
Cement production. By grinding the clinker and
adding other products like gypsum, limestone, poz-
zolan, among others, that give texture and resistance
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to use. The product obtained is distributed in bags
(50 kg), or in bulk.

Limestone
Clay
Iron ore

Limestone
Clay
Tron ore

Preparation of raw meal
(grinding
homogenization)

‘ Raw meal

Rotary Kiln
(clinkerization)

Processing Raw
Materials (Crushing)

Quarring raw
materials

Gypsum

cement Cement production

Packaging / Distri

(Grinding) Clinker

Fig. 1. General Process flow for the Production of cement.
Modified from Huntzinger and Eatmon [2009)

When having the homogenized mixture, the mixture qual-
ity will determine its performance in the clinkering process.
The oven has a continuous operation, so the input product
must maintain a constant flow. The flow is determined by
the oven capacity product quality at its input.

Input limestone comes from different quarries and has a
high variability in their chemical composition and moisture
levels , not only for its origin from different quarries, but
also by the geological formation of the quarries. Limestone
has an economic value according to their origin. The issue
is to maintain an ideal choice for a flow that is determined
by the furnace capacity to process raw meal mix at the
lowest cost. The cost includes the cost of raw material and
processing cost in the oven. The cost of processing furnace
varies according to the quality of the raw meal.

An ideal mixing quality for the oven, which is feasible
with available feedstock is established. It seeks to get that
quality over time constantly mixing raw material from
different quarries through dynamic allocation of resources
and routes for forming pre-homogenizing limestone crush-
ing corrective clay and preparation of corrective limestone,
in amounts sufficient to maintain the constant flow of
feeding to the furnace. The second step is feeding the mill
uses a shared resource that is the transport system inputs,
it goes from the tank pre-homogenized until the hoppers
at the entrance to the mill.

Planning, programming, monitoring and even control pro-
duction processes, can be obtained from models that re-
flect the behavior of the system in each of the above
situations. Everything based on the basic objective is to
produce, and which focuses on a request from a customer
that accrues on, either in a delivery in warehouse or a
production order in production or both. In most cases,
when planning in a production process it is assumed for
convenience a normal operation behavior; if required to do
planning online, then you need to know the state of the
process in order to generate an acceptable plan and, this
is nothing more than take the product model (product
route) and map on the set of available process equip-
ment, incorporating physical constraints, considerations
interconnection delays, which sets the schedule of when
an order should start and completion date. Similarly, it
requires a model for supervisory control schemes, whether
coordination between units or supervision in each unit
(resource). It is necessary to establish a planning mech-
anism for determining the amount of principal limestone,
clay and limestone corrective to be produced; the online
selection of the limestone quarries that is based on the
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quality obtained in the crushing process; supervisory con-
trol mechanism associated with the coordination of the
stages.

The paper is organized as follows: the first section presents
roughly the methodology to be used ( This has been proven
in commercial applications for companies in Merida,
Venezuela and Medellin, Colombia ) for the behavioral
model of the process, in particular the model of the prod-
uct routing. In the second section, the functional units
and the associated IDEF diagrams are defined. In a third
section the product route and Petri nets models associated
with it and the functional units are shown, and as the
model of behavior of the process is determined. A fourth
unit shows how the pattern of behavior found is the model
used for planning, programming, monitoring the process.
Finally results and future work are presented. The results
were found using a software tool developed by Janus Sys-
tems Merida.

2. PRODUCTION SYSTEMS MODELING USING
DISCRETE EVENT SYSTEMS TECHNIQUES

To obtain a useful model production we require that serves
to identify the model; in our case the models are used
for: Planning, Programming, Supervision, Coordination,
Monitoring of the production process. So far the useful
descriptions thresholds used to detect conditions of the
system; or the occurrence of events that can initiate,
continue, enable, stop a process. This leads us naturally
to the use of a description based on discrete event system,
regardless of the nature or form of processing that has
each of the entities making up the production process. A
Dynamic Discrete Event System is a system whose dy-
namics is defined by changes in discrete variables, and this
dynamic is driven by the occurrence of events. Within the
formal techniques for the representation of Discrete Event
Systems to find those based on Finite State Automata
Ramadge and Wonham [1989], Wonham [2014] and Petri
nets DAVID and ALLA [2001], David and Alla [2005].
Discrete Event Systems allow modeling the behavior of
systems at different levels of the plant, from the plant floor
allowing applications for PLC programming Uzam et al.
[1996], Fabian and Hellgren [1998], Zhou and Twiss [1998];
at the supervisory level, in the description and supervisory
control of batch processes Andreu et al. [1994, 1995],
Viswanathan et al. [1998], Tittus and Akesson [1999b,a],
Tittus and Lennartson [1999], supervision of hybrid sys-
tems Antsaklis et al. [1998], Lemmon et al. [1999]; for
levels of management, modeling and implementation of
business processes van der Aalst [1998], van Der Aalst
and Van Hee [2004], van Der Aalst et al. [2003a,b]; and
integration between different levels Vernadat [2014], ISA-
95 [2000], Chacén et al. [2008].

As we see, there are many authors who use DES as natural
models to describe the production process (logical part), it
is necessary to establish a production process configuration
(physical part) so it can be executed. Figure 2 shows
the procedure for establishing a configuration and run
production activities, which is similar to the procedure
proposed in Covanich and McFarlane [2009]. From the
point of view of modeling, we see that is the model of
behavior (route product) which is the generator of the
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entire sequence shown in Figure 2, and therefore of the
Planning, Programming, and Execution.

Planing

f_/\

Schedulling Execution

Product
definition
Building

configuration
alternatives

Alternatives

selection

Supervisor
generation
Holarchy
execution
Resource
liberation

Fig. 2. Steps to establish a configuration

2.1 Product Model

A product model indicates the sequence of steps necessary
to obtain a product , as shown in Figure 3. At each step,
the competencies (skills) necessary for their implementa-
tion, as well as inputs (raw materials and services) and
outputs for stage specified. In addition, information about
the time needed to perform the step.

-

mplemented by

Fig. 3. Product Model, Production Model in UML

2.2 Description of the behavior of the Functional Unit

A functional unit is defined as responsible for carrying out
a required skill, either in a business process or a production
process. To describe the behavior of the functional unit,
we rely on the deployment architecture shown in Figure
4. In our case, we only focus on the skills required in the
production process. Functional Units generate services for
a product. The relationship between the model and the
functional units is obtained by the skills required by the
product model and provided by the Functional Unit.

Fig. 4. Functional Unit model in UML

As shown, the Functional Unit has a core containing the
holarchies management, consisting of a set of behavioral
models that describes the functionality of the entities
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belonging to the unit. This set of structured models can
be grouped to form holarchies . A holarchy shows a model
in principle overall ( useful) of the functional unit to
accomplish a target.

This core set of universal behavior patterns in the UF
depending on the purpose of production; considers aspects
such as: normal condition , degradation of the operational
condition and the functional abnormality between the
components of the unit as well as the condition and the
levels of the raw material. Models built in this way can be
used to track the processes occurring in the entities (unit,
plant and equipment).Supervisors can also be generated
(coordination and supervisory functions) and drivers for
regulation.

Functional Unit (FU), as a whole, is responsible for eval-
uating the feasibility of an activity and the execution of
that activity (programming, implementation); as well as
achieve coordination with other FU for the implementa-
tion of activities through cooperative interactions (run-
time). The dynamic behavior of the FU can be described
by Discrete Event Systems (DES), in our case, we use
hierarchical Petri nets.

2.8 Modelling by Petri Nets

Petri Nets can describe the different processes that occur
in a production system in an easy way. We use the
same model for planning and programming activities and
to monitor the actual process. The network locations
represent us process states, or the resources used, as shown
in Figure 5.

Raw material Nill process

®
s M

Fig. 5. Petri net for overall description of a process

In Johnsson [1997] the concept of interpreted Petri nets to
assign meanings to places and transitions, so they repre-
sent the production process is used. Places, transitions,
arcs and tokens have a semantics that can describe in
sufficient detail the production process. In the description
of the process model, a place represents: a needed input;
if it is associated with resource indicates capabilities (in
the case of equipment / functional units), or abilities
(human resource) y and the amount of effort necessary
to accomplish the task, the arcs define the amount of
product consumed or generated into the process or the
quantity of resource capability used. The network shown
in Figure 5 corresponds to a product model and it will
be used for planning. On the other hands, Timed Petri
Nets allow duration or dates associated models, represent-
ing a production process. Transitions are associated with
the occurrence of the events on the plant floor, and its
implementation these events are captured by the installed
technology. An event can be associated with the arrival of
a production order, the completion of a task.
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2.4 Behavior model for a production unit

The behavior of an elementary process can be expressed
by a Discrete Event Systems, and the composition of
elementary models based on interactions associated with
transitions, allows us to obtain the overall behavior of a
system. This methodology has been validated by Janus
Sistemas in several applications. In Chacén et al. [2008] it
is described the methodology to generate behavioral mod-
els of the production processes to planning, monitoring
and supervise the process. In this paper we present only
part of the methodology that allows us to model behavior
of the first stage of the process of obtaining clinker (pre-
homogenization) in order to the construction of the model
consists of:

such as establishing
represented in IDEF

(1) Product description routes,
an acceptable configuration,
(IDEF).

Description of functional units, their skills (abilities)
and their interactions. Description of the states of the
unit depending on regions and operation modes, and
its representation in IDEF.

Building product model, and its representation by
Petri Nets.

Construction of models of functional units and their
representation using Petri Nets.

Obtaining behavioral models using the model projec-
tion path product on equipment (Functional Units).
Using the model of behavior in the previous step, get
the model to planning, monitoring, and supervision a
production order.

Generate a plan and schedule for the production order
and its monitoring mechanisms.

As shown, the pattern of behavior is nothing more than
a holarchy models. These models are represented in Petri
nets and lead to the global model of the production pro-
cess, which is used to plan, schedule, monitor and follow
a production order. The application used interprets these
types of models efficiently. This approach to implemen-
tation of automation can be used interchangeably if the
company is hierarchical, heterarchical or holonic.

3. CASE STUDY: PRE - HOMOGENIZATION STAGE
IN CLINKER PRODUCTION

3.1 Modeling the whole production process

The first step in building models is to achieve global flows
of information and products. The IDEF0 model in Figure
6 shows the information and products flows for the Clinker
production process.

Thus, the clinker production process is described in the
first 4 major stages of the 5 shown in section 1: Quar-
ries, Crushing — Pre-homogenisation, homogenisation, and
Clinker cooking (several limestone). Transportation be-
tween quarries and crushing is given by trucks. Intercon-
nection between pre - homogenisation and mill is given
by a belt (limestone, corrective limestone, clay and iron
ore). Interconnections should be multiplexed to allow the
transport of different products. Between the homogenizer
and the furnace only the raw flour is transported.
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Quality parameters
im:l (Amount of nmlc‘ml t0'bel

J1

processed)

Halls Kiln

Fig. 6. General model (IDEF0) for the activities in the
Clinker manufacturing process

8.2 Modeling the pre-homogenization process

The main raw material of the process comes from accu-
mulations of limestone from different quarries and have a
high variability in their chemical composition and moisture
levels as it was said in introduction. The first step is the
conditioning of the raw material in order to be transported
and processed by the mill. Preparing raw material consists
of three separate threads that are conditioning main lime-
stone, limestone corrective preparation and conditioning of
clay; these processes use the same resources: crusher and
trucks. All these elements are stored in piles for subsequent
transport to the raw mill, along with iron ore (ferrous
sand).

The feeding process the raw mill, recovering the pre-
homogenized limestone, corrective limestone, clay and
sand corrective ferrous from the formed piles. The entire
process eliminate variability in two stages, in the first,
homogenization of the main product, and in the second
phase, a completion is performed adding minerals that are
not present in the limestone.

To determine the sources of raw material, the system takes
into account: availability, quality and cost of raw materials
stored in order to determine the optimal combination. The
result gives tons of raw material from each source to use.
In general, the expected quality of the raw meal is given
in table 1.

l Material H Min [ Max ]

CaO 65 | 68
Si0; 20 | 23
Al303 4 6
Fey0s 2 4
MgO 1 5

Table 1. Range of the main components

The properties of the raw materials are given in the table
2.

Sou 1 “ Sou. 2 “ Sou. 3 ]

l Material “ Min Max “ Min Max “ Min [ Max ]
SiOo 8 25 x x x x
Aly03 1 4,5 x x x x
FesO3 1 4 X X x x
CaO 40 43 45 x x x
MgO 0,3 1 x X x x

Table 2. Range of the main components by

quarry

A IDEF description associated with the physical structure
of the plant, corresponding to the steps of Figure 6, is
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given in Figure 7. The figure shows the information and
product flows shown for the two processes analyzed. It
can be realized that pre - homogenization part has a
feeding system that is discret and, the the second part
(homogenization) has a feeding systems that is by batch.
The output of the whole process should be continuous, and
this is achieved by the use of a temporary storage system
between stages.

Quality parameter

;gud! (Amount of mule]ml o

Fig. 7. Pre - homogenisation and Homogenization pro-
cesses in the production of Clinker

3.8 Functional units in the first part: Crushing process and
Pre-homogenization processes

The Functional Units in the pre - homogenisation are:
Quarries, Transport Unit, Grinding Unit and Storage Unit.
The process should produce three products: the main
limestone, corrective limestone and, clay corrective. These
products are three of the four inputs to the raw mill.
The main resources that are used at this stage are the
crusher and trucks. This stage consists of three processes:
the transport of materials , mixing crushing of materials
and creating layered stacks . The three processes are given
separately and are the result of a plan that specifies the
amount of material that has been produced and the quality
expected as the IDEF shown in Figure 8.

Production
goals

Indicators Homogenization

management

At

4
( [ h
Main limestone Expected
A rrective limeston s—’ blending
Iron ore
Raw Crushing Clay Grinding feed
maferidis N
a2 20
Volquetas TMador pebirso colector anspw
nano
Raw meal non Raw mgal
' homogenized ~—————]

Homogenization

Grinding :
LS
= gmugene\zadmr

Fig. 8. Products and information flows in the process of
homogenization

The crusher is the primary constraint and is used to form
the stacks of main limestone, limestone and corrective
corrective clay. The amount of each of the materials is
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determined by the optimization system by using figures in
the table 3. The crusher works 8 hours/day, 5 days/week
and must process at least the amount of product that will
be consumed by the furnace daily taking into account the
performance of the raw material in the clinkering process.
The amount of production is known by a weighbridge
system. The information and products flows are shown in
the IDEF Figure 9

information

CT
e

Fig. 9. IDEFO for homogenisation process

product goal

T product quality
] <

Schedulling

Reception
Raw Material

Mixing bed
construction

Crushing

Truck routing

Raw Material
Storage

Truck scale

Preparation of the main limestone  The objective in the
first step is to mix the various limestone quarries for a pre-
homogenised limestone with a percentage of CaO over 70
% (Titration 100).

This process gets a product that, in addition to calcium
oxide, has silicon, aluminum, iron and magnesium with the
values given in Table 3. The product is stored in stacks of
layers of material.

[ [[ Si02 (%) | Al203 (%) [ Fe203 (%) | CaO |
Min 7 1 1 70
Max 10 4.5 4 75
Table 3. Expected range of chemical compo-
nents of the limestone mixing bed

The properties of the materials, according to their origin,
are given in the table 4.

Cantera || SiO2 (%) | Al203 (%) | Fe203 (%) | CaO (%)
A 13.1 1.7 0.8 45.2
B 6.9 0.5 0.2 50.7
C 2.5 0.7 2.8 45.5

Arcilla 43.3 27.4 11.5 0.5

Table 4. Chemical composition of limestone in
each quarry

The estimated amount of %CaO in the limestone pre -
homogenized is done by the following calculation:

%C(lOl X M1 + %CCLOQ X M2
My + Mo

%CaO = (1)

Moisture and the presence of clay affect the grinding
process, so that when selecting the sources of limestone,
humidity is a new restriction on the crusher. Deficiencies
of other chemicals are resolved in the process of feeding
raw flour mill.

For the mixing bed in formation, the expected amount
of CaO is calculated for each truck using the following
equation:
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It has an on-line analyzer for percent of CaO pre- homog-
enized, and similarly another analyzer for feeding to the
mill.

Preparation of corrective clay  Clay provides the silicon
component necessary for the preparation of the clinker, but
due to the amount of moisture that is, it must be mixed
with limestone so it can be crushed. The result is a clay
with a high percentage of limestone.

Preparation of corrective limestone  Corrective limestone
is limestone with a high percentage of CaO. It will be
used in the raw mill to ensure the required percentages of
calcium carbonate. If the pre-homogenization process was
efficient, the amount of corrective limestone must tend to
7ero.

4. BEHAVIORAL MODELS OF FUNCTIONAL UNITS
AND PRODUCT IN PETRI NETS

The flow of information and products crushing activity
shown in Figure 10. Management should plan crushing
activities according to the needs of pre-homogenized Lime-
stone, corrective Limestone and corrective Clay. Then,
the management system makes an vehicles assignment, to
define routes according to the on-line calculation of the
product quality that has being obtained.

Estimated quality
L— ﬁJT

management

Pre-homogenized

eeeeeee

(v
]
J

Crushing

Weigth Servicios
Ar22) service Generales

Fig. 10. Flow of information and products in the grinding
process

Products and raw materials are materials and are de-
scribed as defined by ISA-88. Table 5 presents this infor-
mation.

Material Material class
Limestone_A Limestone
Limestone_B Limestone

Clay Clay

Corrective limestone Crushed limestone
Production limestone | Crushed limestone

Table 5. Materials

For a stage, which is complex, it has a tool that tracks each
stage. Using a holonic structure, an interpreter models
follow the patterns of behavior of the stage to monitor
and supervise the process.
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Figure 11 shows the behavioral model in Petri Nets for the
production process of the main limestone.

limestone A

@ n
nl
limestone B t—duration Principal limestone
@ : H - Q
— =
n3 PP .
Crushing forming mixing bed
limestone ¢

Material crushing ability
Fig. 11. Product Model (Behavior of the production pro-
cess)

The behavior model production process limestone is shown
in Figure 12. We can see that this is just the instantiation
(in detail) of the product model on the equipment, in
order to have the physical process, including capabilities,
restrictions, etc.

)
gﬁfﬁao

order
Transport ability

\(\

O—2] O f—O— .
&CgbC
O OA (Y ==

/)

Quarrier A
weight measurement

Q
O—1

@,
O—1

Fig. 12. Production process that implements the steps of
production Product Model

Resources for Production  The table 6 contains informa-
tion of physical infrastructure. These elements are consid-
ered as functional units with abilities to perform the tasks
of planning and monitoring. The components of the equip-
ment hierarchy are considered as a functional units, which
are able to build internal plans, track activities, monitor
the implementation of activities and execute activities.

5. GENERATING A PRODUCTION PLAN, AND
SUPERVISORY CONTROL SYSTEM: FENIX

For planning, a network is constructed from network be-
havior Figure 11. The information contained in the net-
work allows to validate the feasibility of the implementa-
tion of a process. This requires a transformation of the
initial network in a network that includes supplies and
equipment using information from existing products in
inventory and equipment that are available.

In case there are several production orders that use the
same input and the same product, the initial network build
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Equipment Father Ability is a FU
Equipment

Cement Cement pro- yes

Plant duction

Quarry Cement Limestone yes
Plant storage

Quarry Quarry Limestone_A yes

Limestone_A storage

Crushing Cement Material yes

system plant crushing

Crusher Crushing Crushing yes
system

Transportation|| Crushing transport no

belt system crushed

material

Mixing bed Crushing Mixing bed no

feeder system feeder

Quarry Cement Material yes

transport plant transport

Truck-1 Quarry Truck mate- yes
transport rial transport

Table 6 Physical iﬁfrastructure

a global network validating the viability of the overall
process according to steps (schedule of resources).

Thus, an implementation of the expected behavior of the
system for the crusher & Pre-homogenization is shown in
Figure 13. The crusher is a resource that can not be shared
simultaneously , and this means that only one product can
be over a period of time.

Supervisor

end process |}

Behaviour of the principal limestone production

Fig. 13. Behavior of the crushing system

A scheme for tracking an order in the grinding process and
the status of the order is shown in Figure 14.

This is feasible in this manner due to the availability of
an application capable of interpreting these models and
will run equipment assignments based on the quality of
the batteries in training. The variability of the batteries
minimizes ensuring product quality at the entrance of the
mill.

6. CONCLUSIONS

The implementation of a monitoring scheme based on-
line behavioral models ensures quality objectives raised,
decreasing allocation tasks truck when performing this
automatically. The same monitoring system allows inte-
gration with the administrative processes of the organi-
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Fig. 14. Dynamic allocation of equipment according to the
type of material to be produced

zation maintaining current existence of materials, use of
equipment, hours worked, etc.

The modeling process is relatively easy, and the possibility
of interpretation models for application reduces develop-
ment time supervisors, eliminates the possibility of errors
in coding, and allows you to incorporate new models of
behavior when changes such as occur add a new quarry,
changes in the quality of material or new specifications for
the stacks of material.

The technology used for the implementation of supervisors
is inexpensive and using PLC (programmable control
devices) ensures the reliability of the instrumentation on
the plant floor.
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Desarrollo de la etapa tobillo-pie de un sistema de rehabilitacidén
de marcha para nifios con PCI.
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Abstract: Se presenta en este articulo el disefio del concepto de un sistema para rehabilitacion de la marcha en
infantes con paralisis cerebral, PCl y la metodologia para el disefio de la primera etapa: tobillo-pie. La cual involucra
el andlisis del miembro inferior para obtener un modelo matematico del mismo, determinando su cinematica y la
trayectoria que sigue el tobillo durante el ciclo de marcha, para encontrar un mecanismo que pueda emular su
movimiento, en este caso fue un mecanismo de cuatro barras. La metodologia incluye el planteamiento de un
problema de optimizacién numérica para encontrar la sintesis dimensional del mecanismo utilizando un algoritmo
metaheuristico. La mejor solucién obtenida se implementd en CAD, el andlisis de funcionamiento mediante
simulacion permitié evaluar su funcionalidad como dispositivo de rehabilitacion y determinar la factibilidad de
construccion del sistema. Adicionalmente, el modelo en CAD se enlazo con un software de analisis matematico para
realizar un control de posicion para evaluar su operacion y desempefio.

Keywords: mecanismo 4 barras, disefio 6ptimo, rehabilitacién motora.

1. INTRODUCCION

El desarrollo de sistemas de rehabilitacién de marcha, ha
sido una temética de interés a nivel mundial desde hace
varios afios. Sin embargo, estos sistemas tienen como
objetivo de disefio un uso general, especialmente en adultos
con problemas de Accidentes Cerebro Vasculares, ACV, o
con lesiones en alguna estructura muscular del sistema
locomotor inferior o para rehabilitacion motora como parte
de un entrenamiento o acondicionamiento fisico. Su uso en
infantes ha quedado supeditado a la generacion de
dispositivos o elementos adicionales que adecuen el sistema
de rehabilitacion a su talle y necesidades.

Son escasos, los reportes en la literatura del desarrollo de
sistemas de rehabilitacion cuyo disefio se haya centrado en
las necesidades de rehabilitacion que tienen los nifios,
especialmente aquellos que padecen parélisis cerebral, PC.
Aun teniendo en cuenta que las alteraciones de la marcha
son frecuentes en nifios con esta afectacion y que se ha
reportado que la prevalencia de la paralisis cerebral en paises
occidentales oscila entre 1,5 a 2,5 nifios por cada 1000
nacidos vivos, Paneth, et al. (2006). Ademas, existe
evidencia que indica que la terapia orientada al aparato
locomotor, destinada a recuperar la capacidad de la marcha,
es efectiva en los procesos de rehabilitacion en pacientes con
alteraciones de este tipo, Goudriaan et al., (2014). Por lo
cual, la posibilidad de incrementar la eficacia de la
rehabilitaciéon utilizando los avances tecnoldgicos en las
areas de robdtica, mecatrénica y biomecénica, es un campo
de investigacion que se debe considerar. Especialmente, con
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el fin de apoyar la rehabilitacion en pacientes con edades
entre 2-12 afios, que por sus caracteristicas, su rehabilitacion
utilizando los equipos existentes no siempre es adecuada.
Especialmente, aquellos que padecen Paralisis Cerebral
Infantil, PCI y que no identifican las posturas adecuadas
durante el proceso de marcha, porque ain no han aprendido
a caminar, a diferencia de un paciente que por una afectacion
especifica deja de hacerlo y puede usar un equipo
convencional.

Una relacién de los resultados mas relevantes reportados en
la literatura a nivel de investigacion, se presentan en Kubo, et
al. (2011) y en Dollar and Herr, (2008). Producto del éxito de
las investigaciones realizadas, en el mercado se encuentran
principalmente dos sistemas avanzados para rehabilitacion. El
LOCOMAT que fue diseflado para rehabilitacion de
pacientes victimas de ACV y de lesiones en espina dorsal y
de cadera; dicho sistema consiste en una ortesis de marcha
robética y un sistema de apoyo de peso corporal combinados
con una caminadora, que mueve las piernas del paciente de
acuerdo a una trayectoria que emula los patrones de marcha,
como se observa en Jezernik, et al. (2004). El sistema GE-O
también fue disefiado para cumplir la misma tarea que
LOKOMAT, pero utilizando un mecanismo de doble
corredera en cada pie y un sistema para soporte de peso
corporal. EI mecanismo permite el reentrenamiento de la
marcha, asi como también la capacidad de subir y bajar
escaleras, segun lo presentado en Hesse S., et al. (2010).
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En los grandes Centros de Rehabilitacién en América Latina,
ya se utilizan equipos de rehabilitacion automatizados como
los mencionados, sin embargo se ha detectado la necesidad
de desarrollar sistemas propios, especialmente para la
rehabilitacidn en pacientes con edades entre 2-12 afios, que
dadas sus caracteristicas, su rehabilitacion no siempre es
eficaz utilizando los equipos actuales y sus adecuaciones.

Tomando en cuenta esta necesidad, el grupo de investigacion
que presenta este articulo, lleva tres afios trabajando en este
proyecto. La primera parte del desarrollo, fue la
investigacion inicial del problema a partir de la informacion
recopilada de diferentes fuentes; pediatras, ortopedistas,
terapistas y pacientes, se realizo el disefio del concepto del
sistema de rehabilitacion, el cual se presenta en Figueroa et
al. (2014). Inicialmente, se desarrolld la etapa que
corresponde al tobillo-pie. Para ello se obtiene la cinematica
directa del miembro inferior, luego la trayectoria que sigue
el tobillo a partir del desplazamiento angular de las
articulaciones de rodilla y cadera en el plano sagital y de los
pardmetros estructurales de la extremidad inferior, y con
base en esta trayectoria se elige un mecanismo capaz de
reproducirla. En Figueroa (2016), se presentd un primer
disefio a partir de un robot manipulador del tipo PPR, la base
es un robot cartesiano y el grado de libertad rotacional
corresponde al efector final de tipo placa para el pie. Se
realizaron varias pruebas sobre este prototipo y se opt6d por
evaluar otras opciones para reducir el nimero de actuadores
y suavizar la trayectoria a seguir, utilizando el disefio
concurrente para lograrlo.

En este articulo se presenta el nivel de desarrollo que se ha
alcanzado al considerar un nuevo mecanismo para esta
etapa, se propuso el uso de un mecanismo de cuatro barras,
debido a que su topologia permite la generacion de
trayectorias que corresponden al movimiento de interés para
la rehabilitacion del tobillo y solo utiliza un actuador, luego
se presenta la sintesis dimensional del mecanismo, que se
realiza a partir de una metodologia basada en el disefio
optimo. El problema de disefio se plantea como un problema
de optimizacion numérica y se resuelve mediante el uso de
técnicas heuristicas; los resultados obtenidos determinan las
dimensiones del mecanismo seleccionado, se presenta el
disefio en CAD del mecanismo, la evaluacion de su
operacion y su esquema basico de control.

En la seccion 2 se presentan las generalidades del disefio del
concepto del sistema de rehabilitacion. En la seccion 3 la
metodologia para el disefio de la estructura de la etapa
tobillo-pie. En la seccion 4, se evalUa el disefio a partir de un
modelo en CAD que se enlaza con un sistema de control de
posicion desarrollado en Simulink de MatLab. Las
conclusiones del trabajo se presentan en la seccion 5.

2. SISTEMA DE REHABILITACION DE MARCHA

Una generalizacion del disefio del concepto del sistema de
rehabilitaciéon de marcha, desarrollado en Figueroa (2016), se
sintetiza en la Figura 2. El sistema estda compuesto por un
mecanismo para cada pie, que le proporciona al paciente la
capacidad de realizar el seguimiento de la trayectoria natural
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del tobillo; este mecanismo estd unido a un sistema de
sujecion de rodilla para impedir que el paciente rote de
manera incorrecta la rodilla al momento de realizar la terapia
y emular su movimiento real al caminar.

El sistema tiene un soporte de peso corporal, el cual ademas
permite a la cadera del paciente realizar la trayectoria
correcta en el plano transversal al caminar (movimiento
arriba y bajo). También tiene un dispositivo en forma de
pechera para mantener al paciente erguido, junto con un
mecanismo que apoya al paciente para que realice el balanceo
correcto de los brazos y asi llevar a cabo el movimiento
correspondiente al tronco durante el proceso de marcha. Los
mecanismos de cadera, soporte de peso corporal, balanceo de
brazos y pechera estan unidos a una estructura de soporte
comun.

Mecanismo de

<:: movimiento de

miembros superiores
(A)

Soporte de
peso corporal

B)

<

Mecanismo de
movimiento de rodilla

Mecanismos de
trayectoria de marcha
D)

Figura 1. Disefio del Concepto, Sistema de Rehabilitacion
para Infantes

La metodologia propuesta para el desarrollo del Sistema de
Rehabilitacion de Marcha se presenta en el diagrama de flujo
de la Figura. 2. Se basa en el disefio concurrente, donde las
etapas de disefio interactian entre si, de tal forma que las
limitaciones del funcionamiento de un sistema son
determinadas tanto por sus componentes, como por sus
interconexiones, Portilla (2006). Asi, una representacion
matematica (cinematica y dinamica) del sistema que contenga
toda la informacion relevante, permite definir el proceso de
sintesis. El enfoque concurrente integra varias estrategias de
disefio, incluyendo el disefio mediante uno o varios
problemas de optimizacién numérica, que son resueltos a
partir de diversas técnicas heuristicas, dada la complejidad de
su solucién. Asi como verificar el disefio realizado, utilizando
prototipos virtuales y simulacién en tiempo real, a partir de
diferentes configuraciones como “software-in-the-loop”,
Isermann, (2008).

La etapa correspondiente a tobillo-pie, se disefi6 con la
metodologia presentada y tiene la finalidad de reproducir el
movimiento natural del miembro inferior durante la
locomocion en el plano sagital, tomando como referencia el
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tobillo. A partir de la cinematica del miembro inferior, se
obtuvo la trayectoria que el tobillo sigue en el plano sagital y
con base en esta se seleccionaron los mecanismos idoneos
para seguirla. Con técnicas de optimizaciébn numérica se
encontraron las dimensiones adecuadas del mecanismo que se
disefid en CAD, como se presenta a continuacion.

Sistema
mecatronico

Modelo cinematico de
la marcha

Analisis de
trayectorias

Seleccién de
mecanismos

Problema de
optimizacion estatico

Modelo dinamico

Control de
trayectorias

Figura 2. Metodologia de disefio utilizada para el desarrollo
del sistema de rehabilitacion de marcha

2.1 Modelo cinematico de la extremidad inferior

El disefio del mecanismo para la etapa pie-tobillo se basé en
el analisis del movimiento del tobillo, el cual esta limitado
por la morfologia de la articulacién tibioperonea-astragalina,
como se describe en Whittle, (1996), que solo permite la
extension y la flexion. Se necesita del pie para actuar tanto
como una estructura semi rigida (como un resorte durante la
transferencia de peso y como un brazo de palanca durante el
despegue) o como una estructura rigida que permite
estabilidad adecuada para mantener el peso del cuerpo.
Generalmente para la reproduccién y analisis de este
movimiento de marcha se modela el tobillo y el pie como un
segmento rigido.

El modelo cinematico de interés se obtuvo a partir de
considerar como un doble péndulo invertido, al miembro
inferior del cuerpo humano (pierna) en el plano sagital,
tomando como punto de referencia la articulacion
coxofemoral ubicada en la base de la cadera y como efector
final la articulacion tibioperonea-astragalina ubicada en el
tobillo, tal como se observa en la Figura 3.

Con esta configuracion, la cinematica directa de la pierna esta
dadaen (1) y (2):

X =1, cos(q,)+1,cos(q, +d,) 1)

Y =1;sin(q,) +1, sin(q, +0,) 2
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donde I, y I, son los distancias cadera-rodilla y rodilla-
tobillo, respectivamente y q; y g, son los angulos de rotacion
respecto al eje Z, de la cadera y la rodilla respectivamente.

2.2 Trayectoria que sigue el tobillo.

La marcha es una sucesién de movimientos que se realiza de
manera repetitiva en el denominado ciclo de marcha, dicho
ciclo se genera en tres fases: 1) fase de apoyo, que representa
el 60% del ciclo y en la cual el pie de referencia esta tocando
el suelo mediante el talon; 2) fase de balanceo, que representa
un 40% del ciclo y en donde el pie de referencia no toca el
suelo, mientras que el pie contralateral esta oscilando; y 3)
fase de doble apoyo, donde los dos pies tocan el suelo, es
decir; el pie de referencia esta en contacto inicial del talén
mientras que el pie contralateral estd en fase de despeje,
representando el 10% de la fase de apoyo y el 10% de la fase
de balanceo, como se presenta en Benedetti, et al. (1998).
Con el fin de generar una trayectoria como la que realiza el
tobillo durante la locomocién humana proyectada en el plano
sagital, tomando como datos de base los angulos formados
por las articulaciones de cadera y rodilla durante un ciclo de
marcha estandar reportados en Benedetti, et al. (1998), y
utilizando la herramienta interpolacién shape- preserving
Interpolat, que esta incluida en el software Matlab R2013b®,
se generaron los polinomios con los cuales es posible calcular
los angulos de movimiento de la articulacion de la cadera (qy)
y de la rodilla (q,) al realizar una marcha normal. Los
polinomios estan parametrizados a partir del porcentaje del
ciclo de marcha, x, lo que permite encontrar el valor de los
angulos (gy) y (gy) en cualquier etapa del ciclo de marcha,
como se observa en (3) y (4).

g, = 2.2667e-12* x"-1.9823e-09* x° +6.649¢-07* x°
-0.00010766* x* +0.0085951* x* -0.29899* x°

*
+2.7138*x+27.113 ©)
0, =8.3621e-12*x"-5.7855e-09* x° + 1.5442e-06*x°
-0.00019883* x* +0.012581* x*-0.3539* x?
+3.5788* x +6.0304 4)

La trayectoria de desplazamiento del tobillo en el plano
sagital, se obtiene a partir de un conjunto de 12 puntos de
precision, calculados utilizando la cinematica directa dada en
(1) y (2), utilizando los angulos (q1) y (g2) que se generan a
partir de (3) y (4), en las diferentes etapas del ciclo de
marcha. La trayectoria del tobillo obtenida se observa en la
Figura 3, es relevante observar que dicha trayectoria tiene
forma de gota. Esta forma es una caracteristica importante
para seleccionar el tipo de mecanismo que se puede utilizar
para el disefio del sistema de rehabilitacion de tobillo.

2.3 Disefio del mecanismo.

Como un parametro de disefio importante, se consider6 que el
mecanismo a utilizar realizara la trayectoria obtenida de
forma natural, por ello se seleccioné un mecanismo de cuatro
barras para el disefio de la etapa tobillo-pie, ya que su
topologia permite la generacién de trayectorias de tipo gota.



UNIVERSIDAD

»(CLCA EAFIT

= Automatic Control

Medellin - Colombia

Acot: cm

’ 28.40

27.70

Figura 3. Diagrama esquematico del miembro inferior, con
medidas para un infante promedio de 6 afios.

Las dimensiones del mecanismo seleccionado se obtienen al
plantear el problema de disefio como un problema de
optimizacion estatico, en el cual se consideran aspectos sobre
posiciones 'y velocidades a partir de describir
paramétricamente al sistema con su modelo cinematico;
estableciendo funciones que permitan evaluar su desempefio
y un conjunto de restricciones, las cuales se deben cumplir
para dicha evaluacién. El disefio 6ptimo del mecanismo tiene
como finalidad obtener un error minimo en el seguimiento
de la trayectoria propuesta, para ello se tomd el conjunto de
pardmetros que determinan la dimensioén del mecanismo de
cuatro barras, asi como el desempefio funcional en el
seguimiento de trayectoria como elementos del problema de
optimizacién. Una explicacién detallada de la funcion de
desempefio del sistema, las restricciones y cotas de disefio o
restricciones geométricas, se puede consultar en Vega, et al.
(2014).

La trayectoria que el mecanismo debe realizar se definié a
partir de los 12 puntos de precision ya obtenidos, a dichos
puntos se les adiciond un error de 1 centimetro en el limite
superior e inferior, como se observa en la Figura 4. De esta
manera, se puede asegurar que el punto del acoplador del
mecanismo de 4 barras sigue la trayectoria natural del tobillo
en el plano sagital, la linea continua entre los dos puntos de
frontera definidos, teniendo como error méximo los limites
propuestos en el problema de optimizacion.

Asi, el disefio 6ptimo del mecanismo de cuatro barras se
resolvio como un problema de optimizaciébn numérica
mediante el algoritmo de Evolucién Diferencial, el detalle de
la solucién del problema de optimizacidon se presenta en
Calva-Yariez, et al. (2015).

La verificacion de funcionamiento se realizé por simulacion
en un software de CAD, donde se pudo observar que la
trayectoria que realiza el mecanismo pasa entre los puntos de
precision generados para el seguimiento de la misma y por el
centro de los limites colocados. En la Figura 5 se observa un
disefio basico en CAD del mecanismo simplificado, que se
utilizé para verificar que con las dimensiones obtenidas,
sigue la forma deseada cuando es actuado.
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Figura 4. Trayectoria generada por el mecanismo de cuatro
barras limitada.

A partir de las dimensiones obtenidas a través de la mejor
solucion del problema de optimizacion estatico para la
sintesis dimensional, se generd un modelo en CAD para la
manufactura del mecanismo, con el fin de evaluar que las
dimensiones obtenidas fueran adecuadas. El detalle del CAD
se observa en el Anexo A. El detalle del prototipo virtual se
presenta en el Anexo B.

Y

1

Figura 5. Modelo en CAD simplificado del mecanismo de
cuatro barras.

3. SISTEMA DE CONTROL PROPUESTO

A partir de un prototipo virtual se pueden realizar pruebas de
operacion y desempefio del mecanismo, antes de su
manufactura, esta técnica es conocida como “software-in-the-
loop”. El modelo en CAD final, con todas sus propiedades,
es exportado al software SimMechanics de Simulink y es
enlazado con el algoritmo de control desarrollado también en
Simulink de Matlab, el enlace se presenta en el Anexo B.

El esquema de control planteado se encarga de que el
actuador siga la trayectoria a la velocidad deseada, la cual es
establecida por el terapeuta, se probd con un algoritmo de
control simple, dado que la trayectoria a seguir la realiza el
mecanismo por si mismo.

En la Figura 6 se presenta el esquema de control a
implementar. EI modulo encargado de la realizacion de
trayectorias, toma el modelo cinematico y los angulos para
cadera y rodilla ya presentados y modificando los valores de
longitud de las extremidad inferior de los pacientes, en este
caso nifios, genera la familia de trayectorias a seguir para la
marcha de infantes de 2 a 12 afios.
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Para el disefio del control PD se determina primero la
dinamica del mecanismo, a partir de la velocidad de centro de
masa dado por:

Vi = AG, (5)
v, =Bo, (6)
6 =C0, (6)
donde

A, =-l,sin(6, +a,) (8)
A, =—1,sin(6,) —1,C,sin(€, + ) 9)
A, =-1,C,sin(6, + ;) (10)
B, =1,cos(6, +,) (11)
B, =r, cos(6,) +1,C, cos(b, + ;) (12)
B, =1,C,cos(6, +,) (13)
- rzsin(é?4 -6,) 14)

r,sin(6, - 46,)
= r,sin(6, - 6,) 15)

r,sin(6,-6,)
El Lagrangiano del Sistema (L) se define como la diferencia
de la energia cinética (T) y la energia potencial (U),

L=T- (16)
Donde la energia cinética se calcula como:
_ 4 1 2 2 1 .

T _anzhmi (vix+viy)+5\]i¢9i} (A7)

6 como,
1l .

T= Ez”=2[m‘ (®+42)+CP3 2 s

Esta sumatoria se puede escribir como,
4
Q) :anz[mi (A2 +Bi2)+Ci2Ji] (19)

Y reescribiendo la ecuacién de la energia cinética se tiene,

1 2
T= > Q(QZ)Q (20)
La energia potencial de cada eslabdn esta definida por,
U, =mgD, (21)

donde:
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D, =1,sin(6, +,) (22)
D, =r,sin(é,) +1,sin(6, + o) (23)
D, =r;sin(€,) +1,sin(6,) (24)
El Lagrangiano se reescribe entonces como,
L= ;Q(e 07 —m,gD, (25)

La ecuacién de movimiento de Euler-LaGrange se obtiene de

dfoL) o _ 26)
dt\ 86, | 6,
donde T, es el torque externo aplicado, entonces:
8L
80 Q(QZ)H 27)
2
d( oL d .
aié%j Qwﬁ+dx )0, @
oL 1 0 2 0
= 9 +m D. 29
00, 2802( ) h 92( ) @

Asi se obtiene el modelo dindmico del mecanismo de 4 barras

d |10 " 0
Q, 9+m@z)0 Lae“”0@+m@5@“”}” (30)
Generalizando el modelo dindmico del mecanismo, se
considera un algoritmo de control tipo PD definido asi,
r=K,G-K,d+9(a) (31)
d=9s—q (32)

donde 9€R" es el vector de error de posicién que se define
como la diferencia entre la posicion deseada qq y la posicion
actual del robot q, es decir,

q = (qd
-A'p ERna‘n

—Q) (33)

Adicionalmente, es una matriz definida positiva,

denominada la ganancia proporcional. Y BveR™" s |a
ganancia derivativa, la cual también es una matriz definida
positiva, que tiene el efecto de amortiguamiento o freno
mecénico a través de la inyeccién de velocidad articular q,
cuya finalidad es mejorar el desempefio del control
proporcional. La ecuacién en lazo cerrado del sistema,
tomando como tal el modelo dindmico general es,

M(@)4+C(a,9)q+9g(a) =7 (34)
M(a)d+C(a.4)d+9(a) =K,G-K,q+g(q) (35)
de tal forma que la variable de interés es la posicion de la

articulacion, por lo tanto para obtenerla del sistema en lazo
cerrado, se define la aceleracion como como,

G=M(q)'[-K,§-C(q,9)a-K,a]  (38)
finalmente las variables de estado en el sistema se definen

como la primera y segunda derivada del vector de error de
posicion,



@ \
UNIVERSIDAD

(CLCA EAFIT

Automatic Control

Medellin - Colombia

d =0y —q (37)
4=0-4 (38)
4=—q (39)
G=—4 (40)

de forma tal que la ecuacién que define el problema de
control de posicion en variables de estado esta dada por,

q

4 - s | (41)
{ M (a) [—qu—C(q,q)q—qu]}
El algoritmo de control se implementd en el software
Simulink® de Matlab®, para que en conjunto con el
prototipo virtual se verifique el funcionamiento del
mecanismo. En el Anexo B se observa el esquema de
conexion, donde se integra el modelo en CAD realizado en
SOLIDWORKS, con el algoritmo de control desarrollado en
Simulink de Matlab, a partir de la técnica de simulacion en
tiempo real, conocida como “software-in-the-loop”, se

verifica la operacion del sistema. La pantalla de resultados se
presenta en ese mismo anexo.

q

-

G

6. CONCLUSIONES

Con el fin de imitar el movimiento natural de las
extremidades inferiores del cuerpo humano durante la
marcha, en este articulo se presenta una metodologia de
disefio para un sistema de rehabilitacion de marcha, que a
partir del enfoque de disefio concurrente, permitira llevar a
cabo la manufactura del sistema completo una vez
determinada la sintesis dimensional de los mecanismos que
conformaran a dicho sistema, el tipo de actuadores a utilizar
en cada subsistema, asi como la ley de control a implementar
para llevar a cabo el seguimiento de la trayectoria en cada
etapa del ciclo de marcha. El problema de disefio se planted
como un problema de optimizacion numérica y se resuelve
mediante el uso de técnicas heuristicas; los resultados
obtenidos determinan las dimensiones del mecanismo
seleccionado y permiten su reconfigurabilidad para que pueda
ser utilizado para nifios de 2 a 12 afios.

Como trabajo a futuro, esta llevar a cabo el disefio de las
etapas restantes del sistema de rehabilitacién con base en la
metodologia presentada, integrando cada etapa y
sincronizando toda su operacion mediante el sistema de
control. De igual forma, que en el caso del disefio de los
mecanismos, la sintonizacion de las leyes de control que se
generan, se realiza mediante técnicas heuristicas, para
garantizar un minimo error en el seguimiento de la velocidad
de la trayectoria a partir de proponer la sintonizacion de la ley
de control como un problema de optimizaciéon numérica.
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Apéndice A. MODELO EN CAD

e

Figura Al. Vista Superior Figura Al. Vista Lateral Figura Al. Frontal

Figura Al. Vista Completa

Figura A1. Modelo en CAD en 3D

Figura A6. Modelo 3D Vista Lateral

Figura A5. Modelo 3D Vista Frontal
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Apéndice B. SIMULACION SOFTWARE IN THE LOOP
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Figura B2. Modelo CAD ACTUADO en entorno de simulaciéon SimMechanics de Simulink®.
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Drive System Development for Gait Rehabilitation Exoskeleton
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Abstract: The research considers an assisted rehabilitation platform with a lower limbs exoskeleton, it
has a crane to support the weight of patient and exoskeleton, and also, it includes a control system to
synchronize the patient’s position on treadmill. This paper focuses on development of drive system for
trajectory tracking control based on angular positions in a lower limb exoskeleton walking on a treadmill.
It describes the logic states for servo-controllers algorithm and human-machine interface development to
manage the drive system. It is presented experimental results under different operating conditions and

performance analysis of the system.

Keywords: Assisted, drive, exoskeleton, gait, human-machine interface, joint, platform, rehabilitation,

tracking, trajectory.

1. INTRODUCTION

The trajectory tracking control based on the joint angle
position is important at early stage of rehabilitation, which
can help the affected limb to achieve continuous and
repetitive training. The main problem to address in the
position control is the generation of an appropriate path that
can be used for passive training (Meng et al. 2015). Robotic
gait training is an emerging technique for retraining walking
ability following spinal cord injury. A challenge is
determining an appropriate gait trajectory and level of
assistance for each patient, since patients have a wide range
of sizes and impairment levels. In (Emken et al. 2008), it
demonstrates how a lightweight and powerful robot can
record subject-specific, trainer-induced leg trajectories during
manually assisted gait, then replay those trajectories for an
assisted therapy. Vallery et al. (2009) proposed a method for
online trajectory generation that can be applied for
hemiparetic patients; desired states for one disabled leg are
generated online based on the movements of the other leg. An
instantaneous mapping between legs is performed by
exploiting physiological interjoint couplings. In this way, the
patient generates the reference motion for the affected leg
autonomously. The paper (Duschau-Wicke et al. 2010)
presents a patient-cooperative strategy that allows patients to
influence the timing of their leg movements along a
physiologically meaningful path; the path control strategy,
generates a compliant virtual that keeps the patient legs
within a tunnel around the desired spatial path. In (Hussain et
al. 2013), a trajectory tracking controller based on a
chattering-free robust variable structure control law was
implemented in joint space to guide the patient limbs on
physiological gait trajectories; the performance of the robotic
orthosis was evaluated during two gait training modes,
namely, trajectory tracking mode with maximum compliance
and trajectory tracking mode with minimum compliance.
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In this research is considered a lower limbs exoskeleton
(Ramirez-Scarpetta & Caicedo 2012); it is a rehabilitation
orthosis for balancing and gait in patients with motor
disabilities. The exoskeleton imposes torques in joints,
respecting the motion ranges, in order to develop gait
therapies (Ramirez-Scarpetta 2016).

This paper details the development of a tracking system
based on angular positions in sagittal plane for the lower
limbs exoskeleton. In second section the assisted
rehabilitation platform description is presented; the third
section displays the drive system development for trajectory
tracking control and the last section the performance
achieved by the tracking system is showed.

2. ASSISTED REHABILITATION PLATFORM
DESCRIPTION

The Industrial Research Group, GICI, of Universidad del
Valle developed an assisted rehabilitation platform for
human gait, Fig. 1, which consists of three stages: the first
stage is the user interface that it is installed on a PC and it is
managed by therapist only, to manage the therapy, patient
information and gait parameters; the outputs of this stage are
the angular paths describing a natural gait, logic controls of
the interface buttons and values of gait speed and step length;
the second stage is the engineering level to manage the
angular trajectories tracking; the information from the
previous stage goes into a PC that has a human-machine
interface installed, with a logic button panel for movements
execution of gait and sends the trajectories towards a
development system based on processor (National
Instruments 2012); this system transmits the values of
angular positions towards a drive system of exoskeleton by
RS-485 communication. This orthosis is actuated by servo-
motors (Harmonic Drive AG 2010c) in hips and knees joints,
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driven by servo-controllers SC-610 (Harmonic Drive AG
2010a), ankles are not actuated. The position control of the
joints is implemented in the servo-controllers, which is a
cascade control structure for position, speed and current
(Gonzélez-Mejia & Ramirez-Scarpetta 2014); the weight of
the exoskeleton and the patient is supported by a crane; the
third stage is the control system for synchronizing position on
a treadmill, which uses a kinect to know the patient position
on the band.

£
~*a  Engineer
n
Therapist  Therapist's Treadmill
*
® C ICPAP USB
= Patient
Engineer’s
PC rcpap Exoskeleton ’
RS-485 -
\ 2
SbRI0-9636 |

Fig. 1. Assisted rehabilitation platform for human gait.

This paper focuses on development of the drive system for
trajectory tracking control based on angular positions in a
lower limb exoskeleton carrying a mannequin and walking on
a treadmill, Fig. 2.

Fig. 2. Lower limbs exoskeleton on treadmill.

The Fig. 3 shows in general way, the drive system structure
for rehabilitation platform; it details the interaction between
the therapist PC, engineer PC, development system and the
exoskeleton servo-controllers, also, the process of the data
transmission.
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Fig. 3. Drive system structure for rehabilitation platform.

3. DRIVE SYSTEM DEVELOPMENT FOR TRAJECTORY
TRACKING CONTROL

The research analyzes the results obtained in the master thesis
(Gonzalez-Mejia 2014), for selecting a path pattern that
generates a natural gait in the sagittal plane; the selected
database (Troje 2002), are displacement data (X,Y,z) with

an external reference frame, then the system origin is moved
to the position of total mass center of system, COM, and then
is applied the inverse kinematics algorithm to calculate the
angles generated in lower limbs joints. In Fig. 4 it is shown
that the origin of coordinate system has been positioned on
the total COM of exoskeleton-patient. The purpose in the
thesis (Gonzalez-Mejia 2014), is the design and deployment
of a control for static balance in exoskeleton of lower limbs
on sagittal plane, which it is based on the concept of support
area and the horizontal deflection of total COM of system.
Further, a control strategy is designed to compensate the loss
of balance when the system undergoes to large deviations.

Y[cm]

0

@,

Fig. 4. Reference system in total COM .
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The angular trajectories with origin on total COM are
physically implementable in the tracking control system of
Servo-motors.

In the drive system development, a human-machine interface
is created under the LabView® platform; the process of
sending angular trajectories towards the drive system in the
exoskeleton is managed. The angular trajectory assigned to
each joint must be organized in an array of one hundred data.
These arrays are decomposed and sent via RS-485
communication to the specified servo-controller, in order to
rebuild the array by an algorithm programmed into the servo-
controller.

In communication frame, three data are sent to the servo-
controller; the angle value Array[i], the position in the array
to store the data, i, and the amount of data in the trajectory
array, length(Array). With this information into servo-
controller, the algorithm can reconstruct and store in a new
array the path that was sent. Then, the servo-controller of
right knee is specified as master and the other slaves. The
master role is to lead the synchronization of movement of the
other servo-motors, since, the slaves servo-controllers begin
to read the trajectories arrays and to apply the angles values
when the master indicates.

In the routine for reading trajectories arrays, the program
looks up the angle value in the array and replace it in Eq. (1),
then it executes the movement, Angulo,,, , and moves to the
next angle of the array. To this process, it is configured a
runtime called sampling time or reading, t, .

The movement of the servo-motor is given by Eq. (1).
. . .1, 100
Angulo, . [i]= (AngularGam(Array[l] *%D +Offset (1)

The relationship between i and gait cycle time, t , is

given by Eq. (2).
=(t,)i

AngularGain, Offset and sample time are control parameters
that can be modified from interface and then are sent to the
servo-controllers  via  RS-485 communication.  The
AngularGain parameter varies the step length, the Offset
corrects the posture angle of the patient and sample time
governs the cycle gait.

O]

galt

The time of cycle gait, t,; , is Eq. (3).

2L,
tgait =% (3)
Where, Lp is the step length and V,, is gait speed and in

compliance with limits, tm , it has Eq. (4).
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m

(4)

gaitmin

The output variables of the therapist interface are the inputs
of human-machine interface in engineering level; the output
variables are the events caused by the logic of button panel,
and the parameterized angular trajectories for natural gait, the
gait speed and the step length, which lead to calculate the
cycle time of gait, Eq. (3).

3.1 Programming of Servomotors' Controllers

The program into servo-controllers has a structure of state
machine, Fig. 5.

The states are activated by the action on the button panel of
engineering interface. Following, the states are described:

Finish
walk cycle

Program
start

Start
walk cycle

Trayectory
load

Trayectory
load

Finish
walk cycle

State #1: Software initialized.
State #2: Angular trajectory loaded.
State #3: Exoskeleton is walking.

State #4: Exoskeleton paused.
State #5: Exoskeleton stopped suddenly.

Fig. 5. State machine for servo-controllers program.

Software initialized: The servo-controllers are turned on and
the human-machine interface is running. It is loaded the
operation settings of the servo-controllers, such as digital
inputs and outputs, parameters velocity and acceleration,
home position, etc. In this state, when servo-controllers are
turned on, the angular position of joints is calibrated to zero
and thus, servo-motors are positioned in an initial condition
before turn. Also, it is allowed to activate the command
Trajectory load.

Angular trajectory loaded: When the control command,
Trajectory load, is executed, the angular trajectories are sent
from the interface to the servo-controllers via RS-485. The
arrays are reconstructed by servo-controller’s program and is
waited the full send of trajectories. It is allowed to activate
the commands Trajectory load and Start walk cycle.

Exoskeleton is walking: When executing the command, Start
walk cycle, the exoskeleton performs walking cycles and only
in this state, the user can send control parameters: walking
time, walk cycles, offsets and angular gains.
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To perform gait movements, the Fig. 6 shows the algorithm
executed inside of servo-controllers.

The first three steps in algorithm, the servo-motors move to
an initial position; this is necessary for smooth movement
and ramp up without generating the follow error (Harmonic
Drive AG 2010Db) in the servo-controller, and avoid strong
changes in the angular acceleration. This generates the gait
initial step in the exoskeleton. It is allowed to activate the
commands Finish walk cycle, Pause and Stop.

Start

Initial conditions:
Offset=0 and AngularGain=0

Y
/‘;tartﬁang]e :Array(i:l}/
17

New angle =
(AngularGain(star_angle*(100/360))+Offset
¥

| Servo-motors movements and sincronization |

Tracking loop

i=0,1,=0

Angle = Array(i)
Offset

AngularGain

New_angle =
(AngularGain(Angle*(100/360))+Offset
¥
Servo-motors movements and sincronization

2

End

Fig. 6. Angular position tracking algorithm.

Exoskeleton paused: It is activated by a request, Pause, from
the interface. The servo motors are positioned in the closest
trajectory for double support phase Fig. 7. It is allowed to
activate the command Resume to return to the state #3.

Exoskeleton stopped suddenly: When executing the Stop
command, the exoskeleton is suddenly stopped by user
decision due to an emergency. It is allowed to activate the
command Finish walk cycle to return to the state #1, which
generates a smooth ramp-down motion without generating an
error in the servo-controller. This generates the gait final step
in the exoskeleton.

Reading commands and data received by serial

communication is performed through interruptions.

For the servo-motors synchronization a master-slave
topology is used, where the master is the servo-controller of
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right knee and the others are slaves. The master handles a
digital output and slaves handle a digital input, the
connection is shown in Fig. 3.

The synchronization is done through a digital pin and its
status is evaluated: the master and slave load angle value in a
motion buffer (Harmonic Drive AG 2010b); then, the master
generates a high state to be read by slaves and thus apply
movement. In this way, it is achieved that the servo motors
move synchronously due to management master.

Fig. 7. Exoskeleton in double support phase.

3.2 Human-Machine Interface Development

The human-machine interface is divided into three stages:
The first stage sends the corresponding angular trajectory to
each servo-motor, the second sends the control parameters to
all servo-controllers and the third handles the control
commands. Following, stages of the interface developed in
the LabView® platform are explained, Fig. 8.

COMMUNICATION MONITORING

SERIAL CONFIGURATION
Datagram sasa
244 010,1,30% A

- v
LH Moter ACK

VA esouce neme
Fosnzven

L

RX Motor ACK
®

ACK Resding tres Left o angutar gam
1 “

Bt ip asgulee g
5

DRIVES SC-610
CONNECTION STATUS.

RIGHT KNEE

ANGULAR TRAJECTORY UPLOADING

Lty dve  Right g drme

s e

Leftinee's e Right kne

Fig. 8. Human machine interface.

The control parameters are on the right side of the interface;
for each joint actuated is applied: Offsets and angular gains
in angular positions, and in general way, it sets walking time
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and walk cycles to generate the movements; the upper left
side shows the control commands, which are under a logic
button panel: Load, Start walking cycle, walk Finish cycle,
Pause, Resume, Stop and Exit; the right side shows the
settings parameters for serial communication; the lower right
side and center shows the connectivity between the interface
and the drive system, and indicators for transmit/receive data
and evolution of loading for angular trajectories, respectively.

Sending angular trajectory array: The conception of general
code implemented for sending the trajectory array for each
servo-controller is shown in Fig. 3. Mainly, it takes a data in
the array, the position of this data into array, the amount of
array data and then those values are included into writing
datagram of servo-controller; then the datagram is sent and it
is expected to read an ACK character from the servo-
controller. This algorithm is contained in three While cycles:
the internal cycle re-transmits the datagram even if the
algorithm cannot read the ACK; the middle one is for
transmitting each array value of trajectory and the external is
for perform array transmission for each servo-controller.

Sending control parameters: This stage is activated after
sending all the angular trajectories and the same concept
explained in the previous section is applied, with the
difference that this code does not have the intermediate while
loop and it sends the control parameters periodically.

Sending control commands: The management of these
sending commands is given by the state machine
programmed into servo-controllers.

4. TRACKING SYSTEM PERFORMANCE

The trajectory tracking system was tested by referring to the
detailed database in the third section; it contains one hundred
data for hip and knee joints, and with a sampling time of
15(ms). With different sampling times, the tracking

trajectory of each servo-motor with the reference is
compared. The Fig. 9 and Fig. 10 show that angular
trajectories tracking without load by each servo-motor is
successful.

- Left hip angle

9 40

3 —Target values

Pl ,/\\ —Motor's position

i // N

0n

810

E 0_// \\.

=)

o)

< 1% 05 1 15
: Time [seg] '

§ Left knee angle

[a}

29 I

c

740

2 \

8 60 —Target values

3 . ™

) =—NMotor's position

g 0 05 1 15

Time [seg]

Fig. 9. Angular tracking trajectories of left side servo-motors.
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Fig. 10. Angular tracking trajectories of servo-motors right
side.

Varying the sampling time, t_, and operating the system
without load, it achieved a walking time from 1(s)to
3.5(s) , the results are shown in Fig. 11.

Furthermore, with the servo-motor assembly in knee joint of
exoskeleton, it achieved a walking time from 2(s) to 5(s),
the difference is due to the servo motor executes the last
command given by the servo-controller even if it has not
reached the desired position. Smooth and stepless movements
are achieved, Fig. 12.

Left Knee Trajectory

-10

- Pa\ 7\ PN , il
S 20 N N / N
8 N < s
E‘-SO 7/ /\/ 77 < —~
‘@ -40 ‘
2 / / / —10[ms] - Sample Time
f_g 50 —20[ms]
R\ 905 o)

60 —30[ms

/ 35[ms]
70 | ——Target values
0.5 1 1.5 2 25 3 35

Gait cycle time [ms]

Fig. 11. Trajectory tracking of left knee servo-motor without
load.

Left Knee Trajectory

5 \

.§_40 \\ // /// — Target values

lg .50 / —20[ms] - Sample time

e \ NN i
Vs =

05 1 15 2 2.5

Gait cycle time [ms]

35 4 4.5

Fig. 12. Trajectory tracking of servo-motor of left knee with
load.
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5. CONCLUSIONS

The performance of drive system for trajectory tracking
control based on angular positions in a lower limb
exoskeleton was successful; the system fulfilled the required
actions, timing, positioning, good tracking and a correct
communication; the conception of logic states allowed to
develop an appropriated human-machine interface to manage
the drive system of rehabilitation platform; an algorithm for
angular trajectories tracking was implemented in the servo-
controllers; the master-slave topology developed generates
synchronized and smooth movements in the gait of
exoskeleton; the deployment of a deterministic sampling time
in the platform, allowed to impose a correct cycle gait time.

For future works, an assist-as-needed control will be
developed to measure the effectiveness of the patient
rehabilitation.
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Abstract: the glucose homoeostasis is responsible for regulating the blood glucose concentration
to stay around of 5.56 mmol/L. However, this regulatory mechanism may be affected by Diabetes
Mellitus (Type 1, Type 2, and gestational) or as a side effect of a critical condition especially
in patients who are at an intensive care unit (ICU). From the control engineering point of view,
there is an approach to deal with pathological conditions leading to the glucose impairment
and is based on the automatic control of insulin infusion in order to avoid dangerous conditions
as hyperglycaemia and hypoglycaemia. This paper describes the design and simulation of a
model predictive controller combined with an Extended Kalman filter for tight glycemic control
of patients at the ICU. From the simulations performed, the controller is able to deal with
the enteral feeding delivered to the patient, which is an unavoidable disturbance in a realistic
scenario. The paper concludes that care must be paid to perform the controller tuning, especially
the matrix related to the state penalty. Finally, future would be directed to the design of
nonlinear model predictive controllers in order to obtain better controller performance.

Keywords: Model predictive control, Intensive care patients, Extended Kalman filter,
output-feedback, tight glycemic control, Diabetes Mellitus.
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1. INTRODUCTION

In healthy subjects, the glucose homeostasis is responsi-
ble for guaranteeing the healthy levels of blood glucose.
This natural regulation is performed by means of neuro-
hormonal compensations, acting selectively on excess and
lack of carbohydrates (Barrett, 2013). In this control loop,
the pancreas acts as an actuator (releases insulin and
glucagon) and some elements present in the blood are
as sensors carrying information about the blood glucose
concentration levels to the liver and pancreas. However,
this control loop may be broken due to a deficiency in the
production of the insulin hormone (Type 1 Diabetes Mel-
litus), resistance to the action of insulin (Type 2 Diabetes
Mellitus) or as side effect of other pathologies, especially
in patients who are at the ICU (Aldworth et al., 2015),
(Bequette, 2007).

Patients at the ICU may present serious episodes of hy-
perglycemia in response to stress after severe trauma. The
organism of the ill triggers a series of neuro-hormonal
stimuli that in the acute phase of illness increases glucose
production and decreases its uptake by the muscle, re-
sulting in a significant increase in the blood glucose levels
(Villamarin and Puentes, 2009). Studies have shown that
hyperglycemia episodes increased the hospital stay, mor-
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tality rates, and the probability of patient follow up once
they leave the ICU (Umpierrez et al., 2002). The above
motivated the research in tight glycaemic control at the
ICU by manipulating a continuous insulin infusion. This
led to a decrease in the mortality rate regarding to the mal-
function of the glucose homeostasis (Van den Berghe et al.,
2006). Existing approaches of tight glycaemic control using
controllers based on modified versions of the Bergma’s
minimal model use the plasma glucose as the measured
variable. Although plasma glucose is the controlled vari-
able and hence the main variable, the measurement of the
plasma glucose, even at the ICU, is invasive, expensive,
and in most ICU facilities not continuously available. In
this sense, alternative measurement approaches as from a
continuous glucose monitor (CGM) should be taken into
account (Block et al., 2008).

Using a CGM at the ICU allow tighter control of glu-
cose levels in blood given that the availability of contin-
uous measurements of interstitial glucose every 5 min for
24h/day would free the patient of the invasive tests and
would represent a decrease in the costs of treatment and
monitoring of hyperglycemia for the health system (Block
et al., 2008).
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Model Predictive Control (MPC) became an appealing
alternative to perform glycaemic control and mainly to
avoid hypoglycemic episodes. MPC includes a process
model in order to predict the future process behavior using
an optimization framework, allowing a direct addressing of
process constraints.

A coupled estimation-control strategy is tested in a sce-
nario of tight glycaemic control at the ICU. To perform the
design of the estimator and controller, a modified version
of the Bergman’s minimal model is used as it is presented
n (Lin et al., 2011) together with an additional equation
relating the interstitial glucose with the plasma glucose
and hence allowing the use of a CGM (King et al., 2007).

The remainder of the paper is as follows. In Section 1,
the problem is stated. In Section 2, the equations of the
mathematical model for controlling hyperglycemia in ICU
patients is presented. A new equation is added in order to
allow the measurement of the interstitial glucose instead
of plasma glucose. The output feedback strategy using the
coupling of a MPC and an Extended Kalman Filter is
presented in Section 3. Results are presented in Section 4.
Conclusions and final comments are addressed in Section
5.

2. PROBLEM STATEMENT

Nowadays, the control of blood glucose levels in patients
at the ICU in Colombian hospitals is performed by taking
blood samples for subsequent evaluation of plasma glucose
levels. The samples are analyzed using an analytical proce-
dure in the laboratory causing delays for the decision mak-
ing. Following the protocol of Colombian hospitals, blood
glucose must be monitored every 2h at the ICU which
leads to 12 laboratory assays every day at around US 40
(120.000 COP) (Hospital Universitario de Bucaramanga
S.A, 2012).

Bg

A 4

Uci patient

Controller

Fig. 1. Normal control of glucose levels in ICU patients

In Figure 1, the typical glycaemic control scheme, from
measuring plasma glucose is presented (Magni et al., 2007)
where Bg and w stand for the blood glucose and exogenous
insulin input. In this paper, an output-feedback controller
based on an Extended Kalman Filter (EKF) coupled to
a MPC is proposed as shown in Figure 2 where I, the
interstitial glucose, is the measured variable instead of Bg
and .. is the estimated state.

The interstitial glucose monitoring using a CGM repre-
sents the possibility of performing tight glycemic control
in patients at the ICU with a reduction of hypoglycemic
episodes and a decrease in the cost of monitoring for the
local health system.
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»| Kalman Filter
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Fig. 2. Control of glucose levels in ICU patients proposed

3. MATHEMATICAL MODEL FOR TIGHT
GLYCAEMIC CONTROL

A model for tight glycaemic control, based on the
Bergman’s minimal model is available in (Lin et al., 2011).
From the equations, it is possible to identify four main
compartments, i.e., blood, interstitium, stomach, and in-
testine, where the processes of metabolism, distribution,
and use of insulin and glucose occur. An abstraction of
the compartments involved in the extended mathematical
model and the dynamic relationships between the various
terms is presented for the sake of comprehension in Figure
3 where continuous arrows represent mass transfer among
compartments and dotted arrows represent the diffusion
from the blood compartments to the interstitium.
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Q Interstitial
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»
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Insulin
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Fig. 3. Model Compartments including the Interstitium

Blood
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-
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v
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The mathematical model under study includes five states:
blood glucose (BG), insulin concentration in the interstice
(Q), insulin in plasma (I), the amount of glucose in the
stomach (P;) where carbohydrates are broken down in
smaller molecules, and the amount of glucose in the gut
(P2) where glucose molecules are absorbed and trans-
ported into the bloodstream. The equations of the math-
ematical model are summarized as follows:
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P
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7 1P+ (4)
P
W o min(2Py, Pras) + 1Py (5)

where P(t), as it is defined in (6), corresponds to the
glucose appearance into the bloodstream from the enteral
nutrition and u., is the endogenous insulin production.

P(t) = min(dng, Pmaac) + PN

ko
_ %3
Uen = k1€ I(t)*3

(6)
(7)

The model proposed by Lin was developed for the control
of blood glucose levels by administering exogenous glucose
and insulin to patients at the ICU. However, although this
model allows to establish the existing relationship between
glucose and insulin, it does not give a way to include
the interstitial glucose to relate the measurements from
a CGM to the plasma glucose. In order to include the use
of a CGM at the ICU, an equation relating the interstitial
glucose and plasma glucose is added as presented in (8)
(King et al., 2007).

alg
L6 _ B1Bg - Bal.
7 B1Bg — B2lg

®)
A description of the model variables and parameters

together with its units and numerical values are presented
in the Appendix A.

4. STATE ESTIMATION AND MODEL BASED
CONTROL

4.1 Extended Kalman Filter design

The Extended Kalman Filter (EKF) is a variation of the
Kalman filter addressing nonlinear systems with smooth
nonlinearities (Pascual, 2004). The EKF derivation is
based on the linearization of the nonlinear system around
a nominal trajectory state and was originally proposed by
Stanley Schmidt to allow the use of the Kalman filter in a
nonlinear systems setting (Simon, 2006) (Schmidt, 1966).

The discrete-time EKF is composed by four parts (Simon,
2006): the equations of the nonlinear dynamic system (9)-
(12), the initialization to the a priori estimation error
covariance and the a priori estimated state (13) and (14),
the linearization point to point (15)-(16) and (19)-(20),
and the update equations (17)-(18) and (21)-(23).

Mathematical formulation

(1) Dynamic system equations:
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w1 = Fr(og, ug, wi) (9)
Yo = hi (T, vk) (10)
w ~ N(0, Qe,k) (11)
vk ~ N(0, Re k) (12)
(2) EKF initialization:
zSL = E(zo) (13)
P}y = El(zo — #0)(z0 — #0)"] (14)
(3) for k=1,2...n
(a) Calculation of matrices of partial derivatives:
~ Ofk—
Fr—1= oz \iz_l w (15)
_ Ofk—1
Li—1 =5~ ‘zk—l’uk (16)

(b) A priori state estimate and estimation error co-

variance:
P 17)

(18)

_Fk lpk 1Fk 1+Qekl

.Z‘k = fk—l(zkflvuk:—l)

(c) Calculation of matrices of partial derivatives:

h
= (19)
&,
My, = Lh’w (20)
ov T Uk

(d) Updating the state estimation and estimation
error covariance:

Ky =P, Hk (HpP_, CHE 4+ Reg) ™! (21)
a:; = :f:k + Ki[yr — hk(fc;)] (22)
Pl = (- KgHp)P,, (23)

where z3, € R" is the system state, £ is the initial condi-
tion state, P o 1s the initial condition for the a posteriori
estimation error covariance, P & is a priori estimation
error covariance, K is the Kalman gain, £, a prior:
estimated state, :%Z a posterior: estimated state, Pj . 1S
the a posteriori estimation error covariance. R, , and Qe, k

are the covariances of the model and measurement noises

which in turn are knobs of the filter together with 333' and
+

Ply.
Initial conditions and filter tuning: as pointed out
before, in a real-life application the enteral feed is the un-
expected disturbance entering to the process. Considering
this disturbance, an enlarged state is defined as

zr = [Bak Iak Qr Ix Pk Pag Dk]T

where the states are defined in discrete-time with a given
sample time. Given the operating point of the glucose-
insulin system, the EKF was initialized as follows, where
variables are with proper units

(24)

Zo =[5 5 10.7655 20 22 111 0.7672]"

The filter tuning was performed by a trial-and-error proce-
dure by means of the mean quadratic error as performance
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criterion. The weighting matrices allowing the most ac-
ceptable filter performance are presented below:

00 0 0 0
0 100 0 0

@rk=10 0 100 0 (25)
0 0 0 100

Re = (26)
100 0 0 0
0 100 0 0

Fo=10 0 100 0 (27)
0 0 0 100

4.2 Model Predictive Control design

The design of the MPC was made taking into account the
elements presented in (Van den Boom and Backx, 2010).
The design considerations are presented as follows.

Prediction model: the mathematical model presented
in Section 3 was linearized around the following operating
point

Tss = [0 5 10.7655 20 22 111]"
Uss = [7.5933 0]"

(28)
(29)

where x,, corresponds to the operating point of states and
ugs corresponds to the operating point of inputs. Then,
the linearized model is discretized with a sample time of
Ts; = 1min. The linear discrete-time model of glucose-
insulin system at the ICU is written as

Tp_1 = Frap + Gruyg + Bad
(30)

yr = Hyap,
with F} the state matrix, Gy is the input matrix, By is
the matrix relating the unknown disturbance to the model,
and Hy is the output matrix. The numerical values of the
latter matrices are

[0.9758 0 —0.007 —0.00
0.009 0.990 —0.00 —0.00
0 0.994 0.002

0.002 0.814
0 0
0 0

0 0.0005

0 0

0 0

0 0
0.965 0
0.034 0.993

OO OO

0
0
0

[—0.0000
—0.0000
0.0004
0.2870
0
0

Gy

[0
0
0

Bd = 0

0.9828
0.0171

H,=[010000]

(0]
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The reader is advised about the notation abuse since xy,
is used for both the nonlinear and linear models. In this
sense, it worth to point out that the notation depends on
the context. For instance, xj in the linear model stands
for the state in deviation variables.

Objective function: in the literature of MPC three
cost functions appear typically, i.e., GPC (Generalized
Predictive Control), LQPC (Linear Quadratic Predictive
Control) and zone control (Van den Boom and Backx,
2010). In this case study the following LQPC cost function
was chosen

Np—1 N.—1
J(Bu, o) = &5 Peity + Z 2T Qo + Z AuT R.Auy,  (35)
k=0 k=0

Where N, is the prediction horizon, N, is the control
horizon, and P., @., and R, are the tuning knobs of
the controller weighting the state at the final horizon,
the state in the time window, and the control effort,
respectively. The following optimization problem is solved
at each sampling time using the quadprog command from
the optimization toolbox in Matlab.

min J(Au, xo)
Au
s.t
Tk = >0
0 < Ueg,x < 20 mU/min

with J as in (35).
Constraints

State constraints:  the only state constraint considered is
that every state should be greater than zero.

x>0
where T = [BG,k IG,k Qk Ik Pl,k PQJC]T.

Input constraints:  as it was shown before, the control
input corresponds to u.;, the exogenous insulin. In this
sense, the smaller amount of insulin to be infused is
zero and the largest amount is provided by the physical
constraint of the catheter.

0 < Ueg x < 20mU/min

Initial conditions and controller tuning: the MPC
was designed by setting a control horizon N, = 50, and a
prediction horizon N, = 100. Regarding to the setting up
of the weighting matrices, a greater weight was assigned for
states B, and I, because the purpose of the MPC is to
control glucose levels. The tuning of the matrices P., @,
and R, was performed by a trial-and-error procedure such
that an acceptable performance of the MPC is reached.
The matrices are presented below
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100000 0 0000
0 100000000
0 0 1000
Q=| 0 0 0100 (37)
0O 0 0010
0 0 0001]
7100000 0 000 0]
0 100000000
0O 0 1000
Fe=1 9 0 0100 (38)
0 0 0010
0 0 0001
R, =1 (39)

5. THE COUPLING OF THE EKF AND THE MPC

The separation principle states that if a stable observer is
combined with a stable controller, the resulting coupled
system is stable and functional. In this case, an EKF
is tuned to work with the MPC to perform an output
feedback to control the blood glucose concentration of a
patient at the ICU. The simulation of the MPC coupled
with EKF was performed in the software Matlab® version
2016a using the Runge Kutta numerical method with a
fixed step of 1 min during 1000 min. The state of the
glucose-insulin system was estimated using the designed
EKF from the measurement of the interstitial glucose
(I¢,k)- The behavior of the EKF is shown in Figure 4

Once known the complete state of the system, the MPC
is coupled to the EKF so that it will control the blood
glucose, by just measuring the interstitial glucose. In a
first approximation, the system was perturbed changing
the enteral feeding from Dy = 0.7672 mmol/min to Dy =
1.5344 mmol/min at time k = 250 min. The results are
reported in Figure 5.

As seen in Figure 5, by perturbing the system at time
k = 250 min with the enteral feeding D) = 1.5344, the
blood glucose level reaches an overshoot of Bgj ~ 5.6
mmol/L to which the MPC responds by infusing of insulin
Uez k =~ 18.5 mU/min. It is important to make evident the
existence of a steady-state error due mostly to the use of
a linear controller in a highly nonlinear system.

6. FINAL COMMENTS

First, according to the evidence from the simulations, it is
concluded that the design of combined control and estima-
tion schemes becomes a reachable technology to be used
in health care applications as the presented. In this sense,
the filter and controller should be carefully tuned together
in order to guarantee the desired closed-loop behavior. To
control hyperglycemia in patients at the ICU is important
to weight the main state Bg  (Blood glucose). It is also
important to note that the performance of the MPC is not
as expected due to the nonlinearity of the real system.

In a future work, regarding to the state estimation, dif-
ferent nonlinear strategies such as the Unscented Kalman
Filter (UKF) and Particle Filters (PF) with different con-
figurations are desired to be tested. In this sense, better
estimation strategies will be coupled with more reliable
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Fig. 5. Plasma glucose control when the system has been
disturbed with enteral feeding D), = 1.5344.

model-based controllers such as the nonlinear MPC. Since
the literature about nonlinear MPC is vast, a careful
review should be done in order to test the state-of-the
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art of the strategy and hence to propose control schemes
tailored to the specific case study.
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Appendix A. MATHEMATICAL MODEL
PARAMETERS

Table A.1. System parameters

P Value Units Description
Bga State  mmol/L Blood glucose
I State  mmol/L Interstitial glucose
Q State  mU/L Interstitial insulin
I State  mU/L Plasma insulin
P, State  mmol Glucose in the stomach
Py State  mmol Glucose in the gut
L Patient  endogenous  glucose
Pq 0.006 min removal
) From former model since it is
ST 0.002  L/mU/min  ientified online
Saturation of insulin-stimulated
ag 0.0154 L/mU glucose
P(t) Fen mmol /min ~ External nutrition
) ) Basal endogenous glucose
EGp, 1.16 mmol/min production
) Insulin independent central ner-
CNS 03 mmol/min s system glucose uptake
Vo 13.3 L Glucose distribution volume
! 3.15 L Insulin distribution volume
Saturation of plasma insulin
ar 0.0017  L/mU disappearance
ne 0.003  min~* Parameter
nr 0.003 min—1 Transcapillary difussion rate
ng 0.0542  min—1 Kidney clearance
nr, 0.1578 min—1 Patient specific liver clearance
Uew 7.5933  mU/min Exogenous insulin input
First pass endogenous insulin
TL 0.67 I hepatic uptake
Uen Fen mU /min Endogenous insulin production
d1 0.0347 min—! Transport rate
do 0.0069 min—1 Transport rate
) Disturbance-Amount of dextrose
D(t) 0.7672  mmol/min g0 enteral feeding
Prax  6.11 mmol/min ~ Saturation value of Py
PN(t) 0 mmol /min ~ Parenteral dextrose (intravenous)
) Base rate for endogenous insulin
k1 45.7 mU/min production
Generic constant for exponential
ka2 15 I suppression
Generic constant for exponential
k3 1000 [ suppression
B1 0.0099 min—1 Parameter
B2 0.0099  min~! Parameter

7
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Sistema vestible para deteccidn de estados fisiologicos y emocionales en entornos
industriales.

S. Ponce?, N. Lopez*?, D. Piccinini®, M. Roberti*, M. Caggioli*

,S. Avetta’, N. Andino®, A. Sparapani’

C. Garcia® and O.L. Quintero®

! Universidad Tecnoldgica Nacional/Facultad Regional San Nicol4s, GADIB, San Nicolés, Argentina
2Universidad Nacional de San Juan, GATEME, CONICET, San Juan, Argentina.
3Grupo de Investigacién en Modelado Matematico, GRIMMAT, Universidad EAFIT, Medellin, Colombia

Abstract: This paper presents the design and implementation of a wearable system for monitoring
physiologic variables. The system is composed by a master module, responsible for receiving the data
and the Wi-Fi transmission. Also, a set of node sensors (or slaves) were developed, allowing the acquisi-
tion of multiple biological signals in a modular and versatile arrangement. The nodes are connected by
Low Energy Blue-tooth to the Master. In this paper we present the nodes for pulse oximetry, temperature,
electrodermal activity and voice acquisition. The results are encouraging and the entire system has an

adequate performance and versatility.

Keywords: wearable sensor, wireless, low energy, electrodermal activity, pulse oximetry

1. INTRODUCCION

En los dltimos afios las tecnologias vestibles se incorporaron
al quehacer humano, para monitoreo fisiologico [1], del
suefio [2], deporte de alto rendimiento [3], estudios de
personalidad y salud mental [4], marketing y mas. Estas
tecnologias ayudan a comprender el comportamiento del ser
humano en un ambiente no estructurado, en sus actividades
cotidianas, lo que significa un valor agregado sobre los
estandares de evaluacion fisiol6gica conocidos.

En este trabajo se propone una nueva aplicacién y el disefio
de un sistema ad hoc, con la finalidad de monitorear el
comportamiento fisiolégico y emocional de operarios
industriales en entornos peligrosos. En particular la siderurgia
es una industria pesada, por lo cual, las consecuencias de sus
trabajadores ante accidentes es potencialmente més grave que
en otras actividades. La mayoria de los accidentes e
incidentes se deben al incumplimiento de los procedimientos
de seguridad. Distracciones, subestimacion de los riesgos de
la tarea, mala predisposicion, estados de &nimo, uso de
medicamentos, drogas y otros factores son s6lo algunas
causas por lo que las personas omiten el cumplimiento de los
pasos de seguridad. El objetivo de este trabajo es disefiar y
desarrollar un sistema vestible que registre y envie a una
central de control las variables fisioldgicas y el audio durante
una jornada de trabajo. Con el analisis de estas sefiales se
estableceran patrones de conducta y comportamiento en los
ambientes peligrosos y la posibilidad de accionar sistemas de
alarma frente a cambios.

Un sistema vestible debe cumplir condiciones de disefio, tales
como almacenamiento de datos, conexion inalambrica,
eficiencia en la alimentacién, portabilidad, versatilidad y
capacidad de acoplar otros sensores, entre otras. El sistema
propuesto consta de un moédulo maestro encargado de la
recepcidn, sincronizacion, empaquetamiento y transmisién de
datos inaldmbrica. Este mddulo se conecta a diversos nodos
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sensores, (Fig. 1) los que adquieren una sefial bioldgica, los
procesan y dan formato adecuado para su envio en forma
inaldmbrica al maestro. Se presentar&n nodos sensores de
oximetria de pulso para medicion de saturacion de oxigeno
(SpO2) y frecuencia cardiaca (Hbpm); de temperatura y
sudoracion a través de la respuesta galvanica o actividad
electrodérmica (EDA); y de adquisicion de voz para
monitoreo de emociones o contenido semantico del habla.
Estas variables se adquieren y visualizan a través de una
interfaz de usuario en una computadora personal (PC).

WLAN
) | 3)
WBAN1 ~ J“
- WBAN2
1777 \S) s
> Gy o>
, @ Egs
77' -
h)) = SN
WBAN3 Sy N
f [ WBAN4
;‘ ] (B -~
) zam> RN
L a
@ oo
) WIFI ») BLE

Fig 1. Esquema general del sistema

2. MATERIALES Y METODOS

En esta seccion se presentan los nodos sensores y el médulo
maestro, como también los protocolos de comunicacion entre
ellos. Para realizar la comunicacion entre los nodos sensores
y el maestro se utilizd Bluetooth Low Energy (BLE) [5].
Dicha tecnologia permite implementar una red de
dispositivos de baja potencia utilizados en el cuerpo,
técnicamente denominada WBAN (Wireless Body Area
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Network). Se conforma una red del tipo estrella, en donde
cada nodo sensor centraliza su informacion en el maestro. La
seguridad de las redes WBAN ha evolucionado rapidamente
en los Gltimos afios, por lo que este desarrollo ofrece enlaces
encriptados punto a punto, con algoritmos avanzados como el
utilizado, denominado AES-128. Para lograr un 6ptimo
monitoreo y procesamiento de las variables medidas, los
datos adquiridos son transmitidos y almacenados en un
servidor, el cual permite el acceso desde cualquier estacion
de trabajo que se encuentre dentro de la red WLAN.

A. Médulo Maestro

El mddulo maestro (Fig. 2) realiza la recepcién por medio de
BLE y la transmision a través de WiFi. La funcién mas
importante que realiza esta etapa es comportarse como
gateway: interconectando la red WBAN con la red WLAN,
esta interconexién de ambas tecnologias se realiza utilizando
el microcontrolador CC3200 de la firma Texas Instruments.
Dicho microcontrolador es de 32 bits, su nucleo se basa en
ARM Cortex-M4 a 80 MHz, y cuenta con un radio WiFi para
brindar conectividad inaldmbrica bajo las normas B de
11Mbps, G de 54Mbps y la tan difundida norma N de
72Mbps. EI CC3200 brinda conexiones encriptadas punto a
punto bajo algoritmos AES, DES, SHA2 y MD5 y cumple
con estandares de emision de radiofrecuencia internacionales.
La recepcion BLE en el médulo maestro, esta gestionada por
el circuito integrado CC2564, que no sdlo es compatible con
la normativa Low Energy, sino también con la Classic,
entrando en la categoria de dispositivos “Smart Ready”.
Permite la conexion simulténea de hasta 7 dispositivos
Classic y 10 dispositivos Low Energy. Esta convivencia de
multiples protocolos otorga una mayor flexibilidad para
conectarse a nodos compatibles con cualquier revision de la
norma Bluetooth, sean o no compatibles con el protocolo LE
(Low Energy). Esto permite recibir variables fisioldgicas
tanto de nodos sensores propios, como de demas nodos
existentes en el mercado, que se comuniquen via la
mencionada tecnologia inaldmbrica.

B. Nodos sensores

Los nodos sensores fueron disefiados a partir de una
plataforma base con un microcontrolador CC2650 de Texas
Instruments, que permite expandir la circuiteria electrénica
segun la variable fisiolégica considerada.  Estos
microcontroladores son del tipo ARM Cortex-M3 de 32bits,
corriendo a una frecuencia de reloj de 48MHz. Esta
plataforma base cumple con requerimientos especificos de
consumo, entradas/salidas y de transmision por RF. Gracias
al ultra bajo consumo de 6.1mA (Tx), permite operar durante
largos periodos de tiempo, aln con baterias pequefias. En este
caso, se aumenté considerablemente la autonomia
gestionando correctamente las frecuencias de adquisicion de
variables, recurriendo al modo “sleep” cuando el mismo se
encuentra en estado ocioso, lo que permiti6 alcanzar
consumos de 1uA. Adicionalmente se disefid electrdnica
especifica para lograr que cuando los sensores no se utilicen
por periodos prolongados, se apaguen.
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Fig. 2: Diagrama en bloques del Mdédulo Maestro.

El radio de accion de RF es de 2.4GHz: aportando
conexiones compatibles con tecnologia BLE, Zigbee y
6LowPAN. Ademés cumple con las normas de
radiofrecuencia mas importantes como la FCC de EEUU,
ETSI/EN de Europa y la japonesa, ARIB. Para dar mayor
versatilidad al sistema, la plataforma base se completa con
expansiones especificas segun la variable a sensar, en forma
intercambiable segun la aplicacion:

1. Mdédulo de Frecuencia cardiaca y oximetria de pulso:
Con un solo médulo (Fig. 3) se registran ambas variables,
mediante un emisor LED de frecuencia especifica para
absorcién por los hematies o glébulos rojos, lo que indica el
grado de oxigenacién y ademas permite inferir la frecuencia
cardiaca [6]. La colocacidn de estos sensores debe realizarse
sobre la piel directamente. Para este modulo se utilizé el
AFE4403 de Texas Instruments, el cual es un front-end
analégico (AFE) totalmente integrado ideal para aplicaciones
de oximetro de pulso. El dispositivo se comunica con un
microcontrolador externo o un procesador host mediante la
interfaz SPI™., La sefial recibida por el fotodiodo tiene tres
componentes:
1. Una componente pulsétil o de corriente alterna AC que
surge como resultado de los cambios en el volumen de
sangre a través de las arterias.
Una sefial de corriente constante DC que se refleja o
transmite en los componentes invariantes en el tiempo en
el camino de la luz, la cual se denomina sefial de
pletismografia.
3. Laluz ambiental que entra en el fotodiodo.
El componente de AC es por lo general una pequefia fraccién
de la sefial pletismogréfica. Por lo tanto, la ganancia de sefial
permitida se determina por la amplitud de la componente de
corriente continua. La constante ' R' relaciona las sefiales del
LED rojo e infrarrojo y se calcula de la siguiente manera:
R = ( ACrms LedRojo / DC LedRojo ) / (ACrms LedIR / DC LedIR) (1)
Donde ACrms es el valor de RMS de la sefial AC. El valor
preciso de SpO, porcentual se calcula basandose en la
calibracién empirica del valor R para el dispositivo
especifico.

SpO, % =110-25 xR )
La sefial obtenida por este método se envia al maodulo
maestro y luego se procesa en MatLab®, con una frecuencia
de muestreo de 500Hz. En esta etapa se realiza un filtrado
para separar la componente de continua del LED rojo e IR,
mediante un filtro Butterworth pasabanda de segundo orden
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de 0,5 a 5Hz. Posteriormente se extraen los picos
correspondientes al pulso cardiaco de la sefial del LED IR
con un filtro Butterworth pasabajos de segundo orden con
frecuencia de corte 1,25Hz. Estas curvas de SpO, y Hbpm se
presentan para visualizacién por parte del supervisor y
ademas se extraen los valores numéricos instantaneos

mediante las formulas anteriores.
M

PHOTODIODE

REDLED
& IR LED

Fig. 3 Diagrama en bloques Nodo Sensor de ECG y SpO2.

2. Mobdulo de temperatura y EDA:

Este nodo (Fig. 4) registra la temperatura corporal a través
del sensor integrado LMT70, el cual otorga una salida
analdgica con precision de 0.1°C. Este sensor, de pequefio
tamafio (0.9x0.9mm) se coloca en la espalda, pecho u otra
zona corporal donde se registre la temperatura corporal y sus
variaciones. Debido a que la salida de este sensor es de tipo
analdgica, se estimd la temperatura con el bloque ADC del
CC2650 que posee el nodo sensor. Dicho nivel de tension
responde a una funcion de primer orden como funcién
transferencia del sensor:

T=-0.1921266499 (°CYmV*V1p0+211.2190436 °C  (3)
La anterior ecuacién se obtuvo a través de mediciones
provenientes de ensayos e interpolando linealmente, para un
rango comprendido entre 30°C y 45°C, donde Vrao€s el nivel
de tension de salida obtenido en el LMT70. En este mismo
nodo sensor se registra la actividad electrodérmica (EDA), la
cual se basa en la conductancia de la piel y se modifica con la
sudoracion y por consiguiente, con la actividad del sistema
nervioso simpatico producto de la excitaciéon psicoldgica o
fisioldgica.

3. Mddulo de adquisicion de voz:

La funcidn de este modulo es adquirir la sefial de voz a través
de un micréfono inaldmbrico comercial que cuente con
conexion Bluetooth, digitalizarla, almacenarla y transmitirla
para un posterior procesamiento. EI mismo se comunica
directamente (Fig. 2) con el circuito integrado CC2564 y este
envia los datos al CC3200, contenido dentro de la misma
placa maestra. La transmisidn de datos hacia la PC se realiza
a través de WI-FI en protocolo UDP.

Los datos transmitidos a la PC desde el médulo maestro se
reciben y visualizan en una interfaz grafica de usuario GUI,
la cual es modular para adecuarse a los nodos elegidos para
cada aplicacion. La interfaz fue programada en Matlab®,
para utilizar el potencial de calculo matematico para el
posterior analisis multimodal y correlacion de los datos.
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Fig. 4 Diagrama en bloques Nodo Sensor de temperatura y EDA.

Para el protocolo experimental se cont6 con 10 voluntarios (5
hombres y 5 mujeres, entre 20 y 40 afios, sin antecedentes de
enfermedad respiratoria o vascular) quienes efectuaron las
pruebas en 10 sesiones, previo consentimiento informado.

3. RESULTADOS

En esta seccion se presentaran los resultados obtenidos en
cada nodo sensor en pruebas experimentales. En el caso de
SpO, y Hbmp, el sensor se coloc6 en el dedo de los
voluntarios, en un ambiente no estructurado, y se registraron
las 10 sesiones de cada voluntario en condiciones normales,
sin someterlo a ejercicio ni esfuerzos de ningun tipo. La Fig.
5 muestra el valor medio obtenido para cada voluntario en 10
sesiones y la desviacion estandar (SD) de estas mediciones, a
fin de obtener una medida de repetibilidad del instrumento.

=Tl =

1 2 3 a 7 O o

s .
Volunteers

Fig. 5: Diagrama de cajas y bigotes representando el promedio y SD de la
medicién de Hpbm (arriba ) y SpO.(abajo) en las 10 sesiones de cada
voluntario. Se aprecia la variabilidad entre voluntarios pero con escasa SD.

Se realiz6 una medicién comparativa con un instrumento
comercial (Medix OXi-3), al que se tomd como estandar para
calcular el error absoluto de medicién en los 10 voluntarios.
Los valores obtenidos (1,38 para SpO, y 0,22 para Hbpm)
muestran un desempefio adecuado para la estimacion de las
variables oxigeno en sangre y frecuencia cardiaca. Por otro
lado debe destacarse que el objetivo de este trabajo es
detectar cambios y variabilidad de estos registros, atribuibles
a estados fisiolégicos o emocionales y no son usados con
fines de diagndstico.

Para el nodo de temperatura y EDA se contrastaron los
valores registrados con temperatura ambiente y con
temperatura corporal, usando un equipo medidor de
temperatura Fluke 5411 [7]. Los valores comparados con el
sensor comercial muestran una relacién directa, que cumple
con la precisién establecida por el fabricante de 0,1°C. Este
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valor es consecuente con el objetivo de este trabajo, ya que se
esperan detectar pequefias variaciones de temperatura
corporal.

La EDA [8] se teste6 colocando el sensor sobre la mufieca de
los voluntarios y realizando actividad fisica, conformando la
curva de registro que se aprecia en la Figura 6 a modo de
ejemplo. Se observa el cambio de conductividad a
consecuencia de la sudoracion, como una modificacion de la
tension medida en el sensor. La sefial obtenida con el
micréfono conserva los contenidos frecuenciales y de calidad
deseados, ya que dependen del micr6fono comercial usado y
no es parte del disefio especifico para este proyecto.

28

2,61 q

241 q

221 q

EDA
N
T
|

1"&1 11‘.5 1‘2 12‘.5 1‘3 13!
Time (hs)

Figura 6: Respuesta del sensor de sudoracién en funcién el tiempo,
registrando la tension proporcional a la conductividad galvanica de la piel.

La interfaz grafica permite visualizar los modulos disefiados
hasta el momento con claridad y en forma amigable.

4. CONCLUSIONES

El sistema cumple con las expectativas de desempefio,
precision, y repetibilidad de un dispositivo vestible, como
también condiciones de autonomia, bajo peso y costo
requeridos en estos equipos. Los valores obtenidos de SpO2,
Hbpm, Temperatura y EDA se encuentran en el rango
esperado y sin errores de medicién en las pruebas efectuadas.
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El disefio implementado con nodos sensores comunicandose
en forma inaldambrica con el médulo maestro posibilité la
eliminaciéon de conexiones cableadas en la plataforma de
sensores vestibles, 1o que disminuy¢é las fallas en el sistema
debido a movimientos bruscos de los usuarios. Ademas la
utilizacion de WiFi para la conexion a la red WLAN
posibilitd el monitoreo tanto en aplicaciones hogarefias como
industriales. De esta manera, se pueden realizar ampliaciones
de la red de datos y visualizaciones a mayores distancias, y
desde cualquier dispositivo con conexién WiFi (PCs, tablets,
smartphones, etc). Este es un desarrollo preliminar, y en
proximos trabajos se agregaran sensores inerciales y de
electromiografia a fin de ampliar las variables registradas.
Son necesarias pruebas en un ambiente controlado con
induccién de emociones o de alteraciones fisiologicas y
ambientales a fin de validar el desarrollo y obtener los datos
para un analisis multimodal de las sefiales. Sin embargo, la
construccion de un modelo de comportamiento debe ser
personalizado. Esto requiere la recoleccion de datos previos,
y un modelo dindmico de ajuste y aprendizaje para cada
operario.
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Advanced Control of a fed-batch reaction system to increase the productivity in the
polyhydroxyalkanoates production process.
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In this work, the optimizing control of the fed-batch process for the production of Polyhydroxyalkanoates
is carried out by formulating and solving a dynamic optimization problem in order to maximize the
process productivity. The optimization problem is subject to constraints on the feed flow rates, the final
volume and the maximum concentrations able to be reached on the substrate and nitrogen-source in order
to avoid inhibition. For solving the dynamic optimization problem, different parameterization strategies
of the control vector were used in order to compare their effect on the dynamic behavior of the biological
variables, and therefore, on the process productivity. Results have shown that sinusoidal parameterization
of the control profiles lead to higher productivity values while avoiding abrupt changes on the
microorganism environment. Furthermore, it is shown that coupling the optimizing control to a neural
network soft-sensor developed for predicting the number average molecular weight of the biopolymer is
a good strategy in order to fulfill the end-product specifications. In this case, the optimal solution leads to

a productivity over 300 g, while keeping the number average molecular weight at common reported
values for important applications (between 4x10° - 2x108 g/mol).

Keywords: Advanced Control, Optimization, State Estimation, Biotechnology, Simulation.

1. INTRODUCTION

Polyhydroxyalkanoates (PHAS) are polymers from biological
origins, which are currently claimed to be an environmentally
friendly option for replacing petroleum based plastic
materials in a wide number of applications. However,
production costs of these plastic materials are still higher than
the petroleum based ones, which has prevented the expansion
of the biopolymer industry, despite the fact of its innumerable
environmental advantages. Therefore, in the last years,
scientists have put many effort in improving the technical and
economic feasibility of the process. Some of these works
focused on using alternative low cost substrates (Lee & Na
2013), (Dietrich, lllman & Crooks 2013). Other works have
focused on using tools from the Process Systems Engineering
(PSE), in order to address the optimization and control of the
process, towards increasing its productivity (Keshavarz &
Roy 2010), (Khanna & Srivastava 2006) and (Lépez , Bucalé
& Villar 2010).

In this work, it is proposed to maximize the productivity of
the PHA’s production process by applying an optimizing
control strategy based on a first principle model containing
the most relevant dynamics for the process (substrates,
biomass, polymer, dissolved Carbon Dioxide and Dissolved
Oxygen). It is also expected to include characteristics of the
desired product such as molecular weight distribution
(MWD), the Number Average Molecular Weight (Mn), the
Weight Average Molecular Weight (Mw) and/or the
Polydispersity Index (PDI). Due to the importance of
assuring some of these characteristics, the optimizing control
strategy proposed in this work, is coupled to a soft-sensor
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developed for predicting the Number Average Molecular
Weight (Mn).

2. MODELLING OF THE PHA’s PROCESS

The developed model is based on the work by (Shahhosseini
2004), (Khanna & Srivastava 2006), (Amicarelli et al. 2008)
and (Chatzidoukasa, Penlogloub & Kiparissides 2013). The
model is described by equations (1-8), where the dynamic
equations describing the behavior of the biomass (X),
substrate (S), biopolymer (P), nitrogen-source (N), dissolved
oxygen (O,L) and dissolved carbon dioxide (CO,)
concentrations are given. The specific growth rate ()
depends on the glucose concentration (S), nitrogen-source
concentration (N) and Dissolved Oxygen concentration
(O.L), following a sigmoidal relationship. Fi, F; and Fs
correspond to the feed flow rates of the substrate, nitrogen-
source and oxygen, respectively. Sin, Nin and Oi, correspond
to the concentrations of substrate, nitrogen-source and
oxygen in the feed. Finally, V is the fermentation volume.

wminlge) (-(2) ) (@) 0
X=X - X 2
= — ((Cox X) + (Resx X) + Cop (KysiX) + (X)) )+
S =S @3)
P = (KyuX) + (K X) =202 P (@)
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= (G 1 X) + (R X)) + 2N, ~ 22y ®)
0;L = ((KL(Oz10q = 0;L1)) = (K32X) = (KoK, pX) + (KK, X)) +
20y — 20,1 (6)
CO, = (aup + )X + as — 2220, (7
V=F+F (8)

The model contains 19 parameters. For identifying those
parameters, a hybrid strategy combining the simulated
annealing and the interior point method was used. The
objective function for parameter identification is given by (9).

A”

SSWR = ZiL, 2L

©)

Where SSWR represents the sum of the square weighed
residuals, n and ‘m’ are the total number of experimental data
points and variables, respectively. W; is a normalization
factor for each variable. A;; is the difference between the
predicted and experimental data. Experimental data for
identification and validation was taken from (Khanna &
Srivastava 2005). For finding an optimal set of parameters,
the methodology by (Wu et al. 2013) was applied. Results
showed that only 7 parameters are identifiable. Therefore, a
re-optimization strategy was performed for finding a better
value for these sensitive parameters while keeping fixed the
remaining 12 parameters. Figure 1 shows the model results
after parameter identification. It can be observed that model
predictions are in good consent with experimental data.

40

15

Model Validation Model Validation *
20 4+  Experimental Data | 4 4  Experimental Data
- 10
g -
3 20¢ )
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5
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40
g g
3 30- AS)
wn =2
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0 20 40 60 0 20 40 60

Time (h) Time (h)

Figure 1. Model validation for fed-batch PHA production.
Results for the main state variables: a) Biomass, b) Bio-
polymer, ¢) Substrate, d) Nitrogen Source.

84

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 4. BIOPROCESSES

3. SOFT-SENSOR DEVELOPMENT
MOLECULAR WEIGHT DISTRIBUTION

FOR

In the case of polymer production, end-product properties are
highly related to the Molecular Weight Distribution (MWD)
achieved during the process, (Sudesh, Abe & Doi 2000).
Therefore, it is important to control the MWD during the
process operation. However, it has to be considered that one
of the main limitations for controlling is the difficulty of
getting cheap and reliable on-line measurements of the
MWD. Previous works by (Penloglou et al. 2010) and
(Penloglou et al. 2012) proposed the combination of a
polymerization and a macroscopic model in order to
determine the MWD in the PHA production. However, the
mentioned works don’t take into account any control strategy
in order to achieve a desired final molecular weight
distribution. Based on the mentioned works, a structured
macroscopic/polymerization kinetic model was simulated in
order to obtain enough “in silico data” for building an
Artificial Neural Network (ANN) capable of predicting the
number average molecular weight (Mn). Such ANN is used
as a soft-sensor inside the optimizing control strategy, in
order to monitor the Mn during the process operation and to
drive the optimization towards finding the conditions for
assuring maximal productivity while keeping the Mn at a pre-
established range (i.e. required for the biopolymer to fulfill
certain mechanical/performance properties)

For simulating the macroscopic/polymerization kinetic model
reported by (Penloglou et al. 2010), (Kumar & Ramkrishna
1996) and (Saliakas et al. 2007), a mathematical technique
called fixed pivot was used in order to discretize the set of
ordinary differential equations that describe the model. It is
important to notice that the integration between the
macroscopic and the polymerization models is the most
important partof the MWD-prediction.. The polymerization
model allows predicting Mn as a function of the monomer
production rate (J,,(t)). Furthermore, J,,(t) is determined by
the way the microorganisms use the available substrate for
producing the biopolymer. A simple approach that avoids the
use of complex metabolic models) for estimating J,,(t) is to
calculate the monomer concentration via the consumption
rate of the substrate (Penloglou 2015), which is predicted by
the macroscopic model presented in section 2, specifically,
by using equation (3).

Figures 2a-2b compare the results obtained for the polymer
and substrate concentrations by using the described
simulation (Model validation), against actual experimental
data reported in (Penloglou et al. 2010). Furthermore, figure
2c presents a comparison between the simulation results for
the number average molecular weight (Mn), the “real”
experimental data and the results presented (Penloglou et al.
2010). Differences between simulation results at this work
and the ones reported in the literature are caused by different
kinetic parameters in each case, due to the fact that not all
kinetic parameters were reported. Therefore, those missing
kinetic parameters (the so-called adjusted parameters in Table
1) were estimated in this work through optimization (i.e.
performing a similar procedure than the one explained in
section 2 for parameter identification).
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Table 1. Parameters of the polymerization model

Parameters Reported by Adjusted
(Penloglou et al. 2012) Parameters
ki (h'h) 0.62 +9 x 104 0.64x10*
ke(h') 0.46+5x10° 0.44x105
k; (hh) 0.14+1x10* 0.101x10?
k. (hY) 0.11+2x103 0.114x103
kmz(I/mol/h) 0.85+15x107 0.75x107
kj(hh) 0.83+6x102 0.25x102
Yu 0.35+2x1072 0.23x107
F
3 6
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e %& BExperimental Data
2r 4
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s | % o |*
1t 2
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Figure 2. Simulation of the macroscopic/polymerization
model: a) Polymer, b) Substrate, c) Number Average
Molecular Weight (Mn).
After simulating and validating the mentioned

macroscopic/polymerization kinetic model, it was possible to
get the required “in silico data” for building an Artificial
Neural Network for predicting the Mn. A feed-forward
network was built using the following set consisting on input
and “measured” variables as an regressor.(i.e. calculated by
the first principles model described in section 2):  [Fa(t-1);
F1(t-2); Fa(t-1); Fa(t-2); X(t-1); X(t-2); S(t-1);S(t-2); N(t-1);
N(t-2); P(t-1); P(t-2); CO.(t-1); CO(t-2)]. Finding such
regressor was not a straightforward task. Therefore, the
selection was carried out as suggested by (Amicarelli et al.
2014). The network was trained and validated by using
respectively, 70% and 30% of the “in silico” data. The
network training was carried out by the Levenberg-Marquardt
back propagation algorithm. A trial and error approach was
used to minimize the error in order to determine the optimal
number of hidden layers and neurons. The ANN obtained is
composed of 14 neurons at the input layer, and 12 and 1 in
the first and second hidden layers, respectively. Results
obtained for prediction of Mn by the ANN have shown a very
good fit, with a mean absolute Error of 0.85% and R2 of
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0.999. Figure 4 compares the ANN predictions against the
validation data.

1:

0.8

o
o

o
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o
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©
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100 200 300

Time (h)

400

Figure 4. ANN predictions for Mn (red) vs. Validation Data
(blue). Normalized data.

4. OPTIMIZING CONTROL

In this section, the development of the optimizing control
strategy for maximizing the productivity in a fed-batch PHA
process is explained. The objective of the optimizing control
strategy is to keep the process operating at maximum
productivity, while fulfilling the constraints. In order to
assure the end-product specifications for the biopolymer, it is
desirable to maintain the average number molecular weight
inside a desired range of values. Therefore, the optimizing
control is integrated with the ANN state estimator. Figure 5
shows the diagram of the control strategy, which includes the
use of the developed ANN and the solution of the dynamic
optimization problem through formulating the optimizing
control problem. The manipulated variables in this process
are the substrate and nitrogen-source feed flow rates.

Dynamic u By Y
Optimizer

Productivity
Function
+

State
Estimator:
ANN

Constraints

Figure 5. Advanced Control strategy: Optimizing Control +
State Estimator

For solving the dynamic optimization problem, the so-called
control vector parameterization approach was used (Banga
et al. 2005). It is important to notice that different
parameterizations of the control vector can be usedhaving
different impact on the state variables, and therefore on the
productivity. For this reason, four different feeding strategies
were compared in this work: i) constant feed flow, ii) single
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pulse, iii) piecewise and sinusoidal

parameterization. .

constant, iv)

For the piecewise constant parameterization, the feed flow
rates are described by equations (10-11).

F1,2 = Z;rl:l aiok(p(ti—b ti)(umax - umin) + Umin (10)
0, t<ti_q

ot t)=41, t; St <t (11)
0, t>¢

Where m=12 is the number of steps. Umax=0.3 and Umin=0
correspond to the maximum and minimum values for each
step. The a;, is the parameter that defines the control vector
profile, and is therefore the decision variable of the dynamic
optimization problem. For this specific case, this type of
parameterization uses 12 parameters for each flow rate.

On the other hand, the sinusoidal parameterization of the feed
flow rates was implemented as described by equation (12)

(Ochoa 2016).
"0) + (2)1) +

t

t—t
tf—

a,Cos <W2 (t__ttoo) + (232)

tr

Fi, =a, +a;Cos (w1 (

(12)

Where wi, w; are the frequency, and @, and @, are the phase
angle of the sinusoidal profile. For this specific case, this type
of parameterization uses seven parameters for each flow rate.

The dynamic optimization problem is described in equation
(15):

@50, SoNm PE) x V(&) (15)
s.t0. F;>0 (%) (15a)
0<F<2() (15b)
max (S(t)) < 90.11 (2) (15c)
max(N(t)) < 10.11 (%) (15d)

Sin <800 (2) (15¢)

Nin <70 (2) (15f)

V < 10L (159)

Where t; is the duration of the process. Constraints (15a-15b)
take care of the maximum and minimum values allowable for
F1 and F», respectively. Max S and max N, are the maximum
substrate and nitrogen-source concentrations allowed during
the fermentation (i.e. for avoiding inhibition). Si, and Ni, are
the substrate and nitrogen-source concentrations in the feed
flows F1 and F, respectively. V is the fermentation volume.
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The dynamic optimization problem expressed in (15) was
solved at two different scenarios, in order to compare and to
show the importance of including end-product specifications
as part of the control problem during PHA production. The
scenarios are, i) Optimizing control without constraints on
Mn, and ii) Optimizing control with constraints on Mn.

4.1 Optimizing control without constraints on Mn

Figures 6 and 7 show the optimal F; and F. feeding profiles
for each parameterization case, obtained by solving the
dynamic optimization problem given by equation (15) where
no constraints on Mn are used.

Constant
== Pulse
Piecew ise

Siusoidal

F1 (L/h)

20
Time (h)

50

Figure 5. Optimal Feeding profiles for substrate (F1)

T T

Constant
- Pulse
---------- PIeC&WISE
Sinusoidal | |

0

Time (h)
Figure 6. Optimal feeding profiles for nitrogen-source (F2)

As it can be observed, the sinusoidal parameterization is a
smooth strategy (i.e. avoids abrupt and sudden changes in the
microorganisms environment), which helps reducing
inhibitory effects on the microorganism. Inhibitory effects are
more pronounced when the microorganism experiences a
rapid increase on the substrate/ nutrient concentrations. Such
rapid scenarios are more prompted to take place when step
type policies (as for example, when the pulse or piecewise
constant feeding policies are followed) are used.

Table 2 shows the productivity reached by applying the four
kinds of profiles to the fed-batch PHA production.
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Furthermore, the required nitrogen-source and substrate feed
concentrations for keeping that productivity are shown. The
constant and pulse feeding policies are usually used in
practice due to the easiness of implementation. However, as
results show in Table 2, these policies resulted in very low
productivity values, when compared against the sinusoidal
and piecewise constant policies. The sinusoidal feeding
policy resulted in the higher productivity, followed by the
piecewise constant. Furthermore, the computational time for
solving the dynamic optimization by the sinusoidal
parameterization was lower for the sinusoidal than for the
piecewise constant (results not shown). This is due to the fact
that the sinusoidal approach has a lower number of decision
variables, which of course impacts the time for reaching an
optimal solution. The lowest computational time was reached
for the constant feeding policy, and the pulse strategy,
respectively.  The  substrate  and  nitrogen-source
concentrations on the feed are quite similar for all strategies,
except for the single pulse.

Table 2. Feeding strategies comparison respect to

productivity
Feeding Productivity | Nin(g/L) | Sin(g/L)
Strategy (@) in F2 in F1
Constant 364.45 48.66 495.93
Pulse 183.61 38.44 790.59
Piecewise 402.90 43.37 448.52
Sinusoidal 405.17 42.35 463.61

As mentioned, the piecewise and sinusoidal feeding strategies
reached higher productivity values by using a similar
tendency in the feed rates. However, the abrupt changes on
the feed flows calculated by the piecewise strategy could
generate cellular stress due to the strong and rapid variations
that take place on the microorganism environment, which is
reflected on the substrate/nutrients concentrations on the
culture media as shown Figure 7. Such stress will definitively
affect the performance of the microorganism.

00— T1____C

Constant
——— Pulse
Pisecewise

80

Sinusoidal

60

S (@b

40

201

o . .
20 30
Time (h)
Figure 7. Substrate behavior due to the profiles F;

10

0

Figure 8 shows the predicted number average molecular
weight distribution (Mn) by the neural network (described in
section 3), when the sinusoidal parameterization is used for
the input flows F; and F (profiles shown in figures 5 and 6)).
As it is shown, the predicted Mn results in a finalvalue of
1x10° if the optimizing control problem doesn’t consider
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constraints on the Mn which is a low value for industrial and
commercial applications. Therefore, in the next section,
implementation of the optimizing control including
constraints on Mn is addressed.

4.2 Optimizing control coupled with constraints on Mn

Taking into account that the sinusoidal parameterization
showed the best results in the previous case, such
parameterization was used in the present scenario. The
dynamic optimization problem is the same as in equation (15-
15g) but including the following constraint on Mn (Gonzales
Garcia et al. 2013)

400000( ) < Mn(t) < 2000000 ( ) (16)

Without constraint on Mn
With constraint on Mn

=
P o

Mn (g/mol)

o
o

20 30 40
Time (h)

10

50

Figure 8. Optimizing control results for Mn: without and
with constraint on Mn.

The objective is to keep Mn inside the desired range in order
to obtain a polymer with adequate thermoplastic properties.
Figure 9 show the feeding profiles that keep Mn at the
desired range shown in Figure 8. It is important to notice that
the final Mn is 8.07x10°% g/mol, which corresponds to values
reported in the literature for PHA applications. Finally, the
productivity reached was 369.13 g which is lower than in the
previous case, but still fulfilling the required constraint on
Mn.

F1 Sinusoidal Profile
F2 Sinusoidal Profile
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g0.06 \\~ o
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Figure 9. Carbon Source Profile F1 and Nitrogen Source
Profile F, with constrint in Mn
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4. CONCLUSIONS

Advanced control strategies, as optimizing control, are
essential tools that can be implemented in order to achieve
maximal productivity and profitability in bioprocess
applications. By applying the optimizing control concept
coupled to a soft-sensor for the number average molecular
weight it was possible to reach high profitability while
keeping desired end-product specifications..

Sinusoidal parameterization has shown to provide higher
productivity through the use of smooth feeding profiles that
are suitable for avoiding cellular stress due to substrate
shock. Furthermore, as such parameterization uses a lower
number of parameters; the dynamic optimization problem
was solved in a faster way.

Further work is now directed towards applying the
optimizing control-ANN strategy developed here in a 500L
pilot plant, for producing polyhydroxyalkanoates by using a
mixture of vinasses/molasses as carbon source.
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Dissolved Oxygen Dynamic Model for Endospore-Forming Bacteria
batch bioprocess
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Argentina (Tel.:
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Abstract: This paper extends and generalizes a model of Dissolved Oxygen (DO) dynamic developed for
the § - endotoxins of Bacillus thuringiensis (Bt) batch production process to a DO dynamical model that
can be used for a broad class aerobic Endospore-forming Bacteria (AEFB). The most significant feature
of this type of microorganism is the endospores generation in their life cycle. The generalization of the
model allows to use the same parametric model structure for process control and state estimation
purposes in a considerable variety of AEFB batch bioprocesses by selecting an appropriate set of

parameters for each specific bioprocess.

Keywords: Bioprocess Model, Aerobic Endospore-Forming Bacteria (AEFB), Batch Process, Control

Process, State Estimation.

1. INTRODUCTION

In a previous work (Amicarelli et al., 2010) the authors
developed a dissolved oxygen (DO) dynamics model to
complete a pre-existing model (Atehortla et al., 2007) for the
d - endotoxins of Bacillus thuringiensis (Bt) batch production
process. The inclusion of this dynamic is useful for control
purposes since the dissolved oxygen in the culture medium is
a key variable to maintain the aerobic microorganism
population in adequate levels and conditions for the
effectiveness of the fermentation process. This mentioned
model was successfully considered in subsequent works to
propose different DO control strategies through different
approaches i) control based on Lyapunov theory
(Amicarelli et al., 2010), ii) control based on nonlinear
dynamic inversion (Romoli et al., 2016), iii) Predictive
Control Based Model (CPBM) (Alzate et al., 2016) and
classical controllers as PID, PI. Is important also to mention
that dissolved oxygen concentration can also be used for
estimating the microorganisms concentration in the culture

medium when the oxygen consumption for the
microorganism is known (Amicarelli et al., 2015; A
Amicarelli et al., 2014; di Sciascio & Amicarelli, 2008;

Rémoli et al., 2016). As was mentioned early, model was
initially developed for Bt batch fermentation but is possible to
extend the use of this model for a more general class of
microorganism named: Aerobic Endospore-forming Bacteria
(AEFB). The Endospore-forming Bacteria (EFB) are
microorganism as Bacillus and Clostridium that can survive
in hostile environments by producing endospores and then
rapidly germinating to vegetative cells and growth when they
encounter favorable environmental conditions. Bacillus genus
are Gram-positive, aerobic or facultative Endospore-forming
Bacteria, that is, Bacillus are organism capable of growth in
the presence of oxygen, and forms a type of resting cell
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called endospore. Bacillus is a large group, including Bacillus
cereus, Bacillus clausii, Bacillus halodenitrificans, Bacillus
subtilis, Bacillus thuringiensis, among others. Bacillus
spores, also called endospores, are resistant to harsh chemical
and physical conditions. Clostridium, Sporolactobacillus are
group of anaerobic spore forming bacteria. Clostridium genus
consists of more than a hundred known species such as
Clostridium perfringens, Clostridium botulinum, Clostridium
difficile, Clostridium tetani and Clostridium sordellii.
Clostridium thermocellum are used commercially to produce
ethanol, Clostridium acetobutylicum to produce acetone, and
Clostridium diolis to convert fatty acids to yeasts and
propanediol, among others. The processes that involve AEFB
have two classes of cells: vegetative cells and sporulated
cells. The proposed dissolved oxygen model (Amicarelli et
al., 2010) allows estimating or quantifying how much oxygen
is consumed for vegetative growth and for cell maintenance
for Bt fermentations. When the EFB are in the vegetative
state, their growth, as well as their substrate utilization and
decay processes are almost the same as for common bacteria.
When the culture medium exhibit nutritional limitation, the
EFB sporulate (Atehortia et al., 2006; Errington, 2003;
Hoch, 1993; Sonenshein, 2000). In general, the bioprocess
models available in literature normally include cellular
dynamics: the main substrate and generation of product
dynamics. However, dissolved oxygen is not considered as a
part of the model. Nevertheless, it is feasible to include this
dynamic since it can be easily measured online. Furthermore,
this is a useful variable for the manipulation as control action
of bioprocess.

In this work, the authors extend the use of the DO model for
control and estimation purposes, to other batch bioprocess
with similar characteristics with the aim to achieve other
products. Example of bioprocess with other finalities can be
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the production of biosurfactant by Bacillus subtilis (Davis et
al., 2001; Yeh et al., 2006). The genus bacillus have general
features that include the degradation of substrates derived
from vegetal and animal sources including cellulose, starch,
pectin, proteins, agar, hydrocarbons, and others; antibiotic
production; nitrification; denitrification; nitrogen fixation;
facultative lithotrophy; autotrophy; acidophily; alkaliphily;
psychrophily; thermophily; and parasitism (Todar, 2006).
Three microorganisms are currently in use for industrial
riboflavin production. The hemiascomycetes Ashbya gossypii,
a lamentous fungus, and Candida famata are naturally
producers of this vitamin (Stahmann et al., 2000). Vitamins,
C, B2 (riboflavin), vitamin B12, linolenic acid, and ergosterol
are produced by the use of microorganisms. Gram positive
bacteria, producing inhibitory substances like cyclic peptides
and bacteriocins, with a broad antimicrobial spectrum and a
history of safe use in food (Cleveland et al., 2001; Holzapfel
et al.,, 1995). A relevant related paper is the work of Park,
Rittmann, and Bae (Park et al., 2009) when it is developed a
model called Life-Cycle Kinetic Model for Endospore —
Forming Bacteria. This model includes Germination,
Sporulation and dissolved oxygen dynamics. However, the
expression and balances are impractical for control an
estimation purposes due to their complexity and the
difficulties to measure each involved variable online.
Motivated in this fact, in the present work, the authors report
the use of a simple parametric dynamic model for these
objectives allowing better control of dissolved oxygen
concentration in the culture medium of this class of
bioprocesses.

This paper is organized as follows: Section 2 presents the
model and it generalization for AEFB. Section 3 presents
validations model through experimental data and model
comparisons. Finally, in Section 4 conclusions are stated.

2. GENERALIZATION OF THE PROPOSED DISSOLVED
OXYGEN DYNAMIC MODEL

The standard model for dissolved oxygen balance is:

dCoo (1)
dt

=K.a (Cy =Cpo (1)) — o, X (1) =OTR(t) - OUR(t)

)
Where X is the total cells concentration, C,, is the
dissolved oxygen concentration, C_, the oxygen saturation
in equilibrium with the oxygen partial pressure of the gaseous

phase, K, a is the volumetric oxygen mass transfer rate, and

0o, is the net specific oxygen uptake rate. The first term in

the second member is the rate of aeration or OTR (oxygen
transfer rate from air bubble to liquid phase), and the second
term is the rate of oxygen consumption by cells or OUR
(oxygen uptake rate of cells per volume of broth).

The aeration term (OTR) can be written as follows
(Amicarelli et al., 2010):

OTR(t) =K Cpo (1))

air a|r( sat

O]
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where K_, is an oxygen consumption parameter by growth

(constant for each fermentation), and F,; is the inlet air flow

rate that enters the bio-reactor. For a given bioreactor
configuration, F is mainly a function of the impeller
agitation speed. Based on experimental evidence (Atehortia
et al, 2007), it is assumed that the oxygen consumption rate
(OUR) depends on the total cells X, that is, both vegetative
and sporulated cells consume oxygen at different rates,
therefore:

OUR()=Go, X (1) "

Because dissolved oxygen is considered as a second substrate
O, 1

O, = Hyx  _ Hy
02 - 02
Yoo, Yaro,

©)
Where Y, ., the observed biomass yield is based on oxygen
consumed, YX,o is the true biomass yield based on oxygen
used for growth, M,

for respiration maintenance, and g,
growth rate of total cells.

is the oxygen consumption coefficient
is the net specific

=

X 10,

OUR()= gy, X (t) = Mo, X (t)

O_ consumption

O2 consumption for cell maintenance

for biomass growth (5)
With the aim to define y, , from the total cells balance:
X(1)=X,0)+X,) ©)
where X, is the vegetative cells concentration, X, is the

sporulated cells concentration and the vegetative cell balance:

ax,@® _
dt

21X, (1) Ky X, () kX, (1)

Ny A N A N A
Growth rate of vegetative cell death rate of sporulation rate of
vegetative cell vegetative cell

@)
where 4 is the gross specific growth rate of vegetative cells,
k, is the relative death rate of vegetative cells, k, is a

kinetic constant representing the spore formation rate, and
4, is the net specific growth rate of vegetative cells.

:/u_kd _ks

# ®
Operating with (6) and (7):
dX (1) _ dX, () dX (t) _
dt — dt = (U= ) X, ©
=(u—ky )x ()X(t)=(,u—kd)f X (1) = sy X (1)
X(t) v X
K ©)
where 1, is a fraction of vegetative cells, then:
1 dX(t) d[Iog X(t)]
Hy = = ( )
X(t) dt (10)
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As was stated before, dissolved oxygen C,, is considered a

second limited growth substrate, therefore p is modeled using
a double Monod kinetic expression (Ryder & Sinclair, 1972).

S(t) Coo 1) ]
(K5+S(t))(KO+CDO(t)) , OS/US/umax (12)

Now, replacing (10) in (5) sy X(t)=(u—ky)X,(t) and
taking into account that X (t)= X, (t)+ X, (t) , we obtain:

K =k —1
d Drmax 1+eGd(to+nTo’Pd)

u=pu(8,Chp) :/umax[

OUR(t) = {ﬁ ks +m, :|Xv(t)+m02 X (0 =0g, X, ®) +d5, X, (1)
></o2 (13)
1=k,
s T Mo, s
o~ Y></o2 ° Go, =M,

Whereqg , and q3 are the specific oxygen uptake rate for

vegetative and sporulated cells respectively. Equation (13)
shows explicitly that both vegetative and sporulated cells
consume oxygen at different rates. This is a similar model to
the model of oxygen uptake rate proposed by Park et al. (p.
1023, Equation (A.9)), (Park et al., 2009) for endospore-
forming bacteria.

We now analyse if the net specific oxygen uptake rate
0o, does become negative.
Taking into account that 0<u <y .., k, >0, Y5 >0,
f,20, and m, >0. Comparing (5) and (13) it is obvious
that q, >0 if always g, >0 because gg, =M, is positive.
Then, we analyze if qu does become negative.
-k,

T TMe, 20 > k-

- Ymax

X10,

qoZ X/O Mo, S i

For Bacillus thuringiensis qéz is positive because the

inequality  0<Kk, =Yg My <u <y, — always holds,
therefore g, is also positive.

Yy, = 263.15

m, =0.00073 = x>k, -Y,5m, =-0.092

01 0.192

k, =0.1
Alternatively, by replacing (g, X (t) =dX (t)/dt) in (5),
we obtain an equivalent model of oxygen uptake rate:

1 dX (t)
Y dt

X 10,

OUR(t)= b, X (1)

(14)
This form of implementation of the oxygen consumption
model has been widely reported in the literature; see the
review by Garcia-Ochoa et al, 2010, p. 296, Equation (12)
(Garcia-Ochoa et al., 2010), and references therein. This
model form has also been specifically applied to modelling
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Bacillus thuringiensis oxygen uptake rate (Amicarelli et al.,
2010; Ollis, 1983; Rowe et al., 2003).

The oxygen uptake rate models (5), (13), and (14) are
mathematically equivalent. The model (13) was significantly
more explanatory power than model (14), but from a
computational point of view, the last one is better than the
others. This is so, because the time-discretized model (15) is
a linear difference equation with constant coefficients.

+moz}x‘”’—
0

max
Yy /ozT

1
Yo, o

Lo, X
Vil

OUR(H)=

) = OWR"=
dt T

Consequently, the proposed model for Dissolved Oxygen
Balance:

1 dX(t)

=K.,.F
Yo, dt

air' air

dCro (1) _
dt

( sat DO (t))

=g, X (t)
(16)

3. VALIDATIONS AND EXPERIMENTATIONS

3.1 Data pre-processing

In this section, we will compare batch experiments of bacillus
fermentations with the results achieved with the proposed
model (16). The variables of the dissolved oxygen model are
presented in Table 1 and the parameters values for Bacillus
thuringiensis (Bt) are presented in Table 2. With the aim to
generalize the model for others microorganism, there are
tacked experimental data of batch fermentations of Bacillus
subtilles (Sb) from the work of Park Park, Rittmann, and Bae
(Park et al., 2009). The parameters values identified in this
work for the dissolved oxygen model for Sb fermentations are
presented in Table 3. The saturation concentration of oxygen
(C,, ) isalso a function of time, because the composition of
the gas phase (in equilibrium with the liquid phase) varies
with time. However, to simplify the model, the time
dependency was not considered in the present formulation.

Table 1: Variables in the Dissolved Oxygen model

Symbol Description
X Total cell concentration [ g L™ |
Coo Dissolved oxygen concentration [g L’lJ
o Oxygen saturation constant [g oxygen L‘l}
Cu Oxygen  saturation  concentration (DOC
concentration in equilibrium with the oxygen
partial pressure of the gaseous phase) [g L’l}
Yy /o, Observed biomass growth vyield based on
oxygen consumed [ gcells g oxygen™ |
1 Oxygen consumption constant by growth
Y= | [dimensionless] [ goxygen gcells™ |

X (15)
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Kair Ventilation constant [ L™ |

K.a Volumetric oxygen mass transfer rate [h'lJ

To, Net specific oxygen uptake
rate[ goxygen gcells*h™ |

Fair Inlet air flow rate that enters the bioreactor
[Lh]

OTR Oxygen transfer rate [ goxygen L*h™]

OUR | Oxygen uptake rate [ goxygen L*h™]

Ts Sample time [h]

Mo, Oxygen consumption constant for maintenance
[h"] [goxygen geells*h™]

Table 2: Parameters in the model for Bt fermentations

Symbol Value
Ce 0.00745
my 0.729 10°
2
}/ o 3.79510°
X 10,
K. 2.114 10°
Table 3: Parameters in the model for Sb fermentations
Symbol Value
C.. 0.0090
My, 20.77 10°
2
/J/ | 6210°
X 10,
K 2.1

air

Agitation speed was set as high as possible to obtain better
mass transfer between air bubbles and liquid. Obviously, a
natural limit to this speed is the shear forces caused during
liquid agitation; thus, the K, value is obtained from DO
experimental data at the nominal agitation speed (N= 400
rpm). The value of the air inlet flow was 1320 Lh™. The
collected data from the Bt fermentations is a set of
measurements of biomass concentration and dissolved
oxygen concentration. A sampling time Ts = 0.1 hours was
selected by using Fourier frequency analysis. The biomass
concentration data record must be increased to have the same
experimental data record length as the dissolved oxygen
concentration (approximately from 18 to 180 samples).

In this paper, Gaussian Process regression has been used as
an imputation method for filling in the missing values (di
Sciascio & Amicarelli, 2008), see Fig.1 and Fig.2 for
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Bt and Sb respectively. The collected data from the Sb
fermentations is a set of biomass measurements and in the
work of Park (Park et al., 2009) there are not reported
experimental DO data in correspondence with the biomass
concentration, despite of this, we compare the DO obtained
by the model of Park and our model (see Figure 4).

Experimental Total Cells Concentration for Bt

-
N

—— Biomass Completed and Filtered Signal.
X Biomass Experimental Measurements.

//ef*\u\x_,\

X

=
o

[er]

N

{2}

N
B

N

Biomass Concentration X [g/L]

/x,_)i/{

2

0 4 6 12 14 16 18

8 10
Time [hr]
Fig 1. Experimental measurements of biomass concentration
and completed filtered biomass for Bacillus thuringiensis
fermentation.

Experimental Total Cells Concentration for Sb

0.35
— > —Biomass Completed and Filtered Signal
§, 0.3 X Biomass Experimental Measurements
§0.25 x *—R—% * * x
E
€ 0.2
5] %
€015 e
S /
8 01 x4
£
2 0.05
m 0.05
,/"/ x
00 2 4 6 12 14 16 18

8 10
Time [hr]
Fig 2. Experimental measurements of biomass concentration

and completed filtered biomass for Bacillus subtiles
fermentation (experimental data from (Park et al., 2009)).

3.2 Model Parameter Estimation for Sb fermentation.

The estimation of the dissolved oxygen model parameters

,and K, for fermentations of Bacillus

0, ° YW

X 10,
thuringiensis was developed in (Amicarelli et al., 2010). Now
it is necessary to estimate the same parameters for Bacillus
Subtiles (Sb). The proposed continuous DO dynamic model

for a batch system is:

dCoo(t) _ 1 dX()

Yyio, dt

air' air ( sat - rno2 X (t)

Coo(t))-
(17)

The approximate discrete-time model of continuous-time
dynamic model (17) is:

( DO(t) DO(kl))

T

s

1 (X(t)-X(t))

v T

X10, s

_m X(t )+ K Falrm (Csal _CDO (tk ))

(18)

t,=k-T,, 1<k<N,

Coo () =Cpo(0) , X(t)) = X (0)

Operating algebraically with (18):
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1
Fuu T

airin s

DO (t )

1

max
X 10,

FynT

airin " 's

sat

sal

K '(C CDo (tk—l))

air

Mo, -T,

14K, Fy T

airin " 's

‘(X(tk)*x(tk—l))Jr 'X(tk)

1+ K.t (19)

t=k-T,, 1<k <N,
CDO(tO):CDO(O) ) X(to) =X(0)

Notice that (19) can be written compactly in the following
form:

9(tk‘ 0) = 91¢1(tk) +Hz ¢’2(tk) + ‘93¢3(tk) = 0T¢(tk) (20)

This last equation (20) represents a discrete-time linearly
parameterized model where:

y(tk|0) = Csat _CDO (tk) ,

I 2] (tk) Csm - CDO (tk—l)
¢(tk): ¢2(tk) X(tk)_x(tk—l) )
Loi(t) X(t.)
01 1
1 1
0=\0 " 5 (1)
‘ m, 'Ts

A column vector @ featuring the unknown parameters are
the parameters vector, whereas ¢ (t,) is the regression

vector formed by known signals. From a set of N input-
output experimental data, sampled at equally-spaced time

intervals TS, it is possible to estimate the parameters vector

@ and, there from the physical parameters estimates mlax ,
X 10,
(see (21)). Then, the estimated parameters of

m,, , and K

the model are obtained directly from (21):

air

C1] %
v max 0,
Yx/o2 91
=1 M 1=l g
K 1 S
air 1_91
- - _Fair in 'TS '91_

(22)
3.3 Model Results

The results obtained with the proposed model for the Bt and
Sb fermentations are shown in Fig. 3 and 4 respectively.
Results for Bt fermentations were previously reported and
discussed in (Amicarelli et al., 2010). However, an example
of the behavior represented by the model in (16) for Bacillus
thuringiensis can be seen in Fig. 1. In the case of Bacillus
subtiles, we considered the experimental results reported by
(Park et al, 2009). With this information, we obtained the DO
output values with our proposed model and we finally
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compared these results with the ones reports by Park et al. in
Fig. 4.

x10° Dissolved Oxygen Concentration for Bt Fermentation

. —DO output Model
j?(\-‘& [ ( X DO Experimental MeasurementJ
2. [
o °| X
S X N
g° > X X x
\ / \\//\ X %
=
8, x /x < x
8 x %/

2|

X
1O 2 4 6 8 10 12 14 16 18
Time [hr]

Fig. 3. DO Concentration Approximation Model for Bacillus
thuringiensis fermentation.
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o
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o
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DO Concentration [g/L]

o
o
S
]

——DO output Model
DO output Park Model
T T T

12 14 16

18

Fig. 4. DO Concentration Approximation Model for Bacillus
subtiles fermentation.

With reference to Fig. 4, it can be observed that our DO
model output adequately represent the dynamic behavior
according to the considered biomass data. Oxygen
consumption is evident during the first hours of fermentation
(approximately 8 h) since the process is on the
microorganism exponential growth stage. Next, the oxygen
requirements decrease in the sporulation stage. Park’s model
predicts a DO level recovery two hours before (see Fig. 6).
This is may be due to the affection of the others terms
involved in such model. See, equation A.9 in (Park et al,
2009). It can be concluded that for practical aims and control
purposes for the DO variable for this process. Our proposed
model (16) satisfactory represents the behavior of Bt and Sh
batch fermentations. Moreover, the model is based on the
biomass values only. This is clear advantage when is
compared with more complex models that require more
variables, which are in many cases hard to obtain. Biomass
data that can be sensed provided the specific sensors, 0 by a
proper estimators design as proposed and validated in the
previous papers: (di Sciascio & Amicarelli, 2008), (Adriana
Amicarelli et al., 2014), (Amicarelli et al., 2015), (Rémoli et
al., 2016).

4. CONCLUSIONS

This paper presented an extension or generalization of a
dissolved oxygen dynamic model for batch fermentations.
The generalization was performed from a particular previous
model for Bacillus thuringiensis (Amicarelli et al., 2010) and
was now extended for a more general class of aerobics
microorganism named Aerobic Endospore-Forming Bacteria
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(AEFB). This model generalization allows the scientific
community to use the same model for control and state
estimation purposes not only in Bt but also in a considerable
variety of bioprocesses. The model was validated with
experimental data of batch fermentations with Bacillus
Subtiles and Bacillus thuringiensis. The model was also
compared against more complex obtaining similar results,
making easy its practical implementation for related
applications.
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Abstract: This paper presents a nonlinear state estimation subject to delayed measurement for
the biomass in a batch bioprocess. The estimator scheme is based on an Extended Kalman Filter
with state augmentation method to incorporate delayed measurements. A methodology to use
the sample-state augmentation method is described. The proposed estimator is applied in the
d-endotoxins production of Bacillus thuringiensis. Simulation results show the feasibility of the

proposed estimator.

Keywords: Batch Process, Extended Kalman Filter, Fixed Lag Smoothing, Delayed

Measurements.

1. INTRODUCTION

The constant research and development in state
estimation techniques have applications in electrical,
electromechanical, navigation systems and now have been
found a great potential for application in chemical
and biotechnological processes (Mohd Ali et al., 2015).
However, to achieve those practical applications is
necessary to solve some problems from the academic
field, such as the handling of nonuniform and delayed
information.

For the handling of nonuniform and delayed information
some authors have developed different methods in state
estimation techniques (Gopalakrishnan et al., 2011; Guo
and Huang, 2015; Guo et al., 2014; Patwardhan et al.,
2012; Penarrocha et al., 2012; Wang et al., 2012). The
methods fall into two types: based on measurements fusion
and based on augmented state. The based on measurement
fusion method only applies to discrete systems and
is designed for the Kalman filter and its variations.
By contrast, the based on augmented state method
retains the representation of the state space, making it
more promising to facilitate its extension to different
types of estimators. Furthermore, the conservation of
the state space representation allows the subsequent
analysis of features such as: convergence, observability and
robustness.

However, in the mentioned papers the tools have
been applied to specific problems, and therefore a
few applications in batch bio-process with delayed
measurement has been reported, except some cases
with fed-batch bio-process without the dissolved oxygen
dynamic (Zhao et al., 2015; Guo and Huang, 2015).
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Therefore, this paper describes a methodology for
incorporating delayed and multisampling measurements in
nonlinear state estimation techniques, based in literature
(Gopalakrishnan et al., 2011), to estimate the biomass
in the batch production process d-endotoxins of Bacillus
thuringiensis (Bt) considering the dissolved oxygen
concentration. As a technique of estimation a Filter
Extended Kalman is used, however the methodology can
be extended other to process.

The paper is organized as follows. In Section 2 the
methodology for incorporate delayed measurement in
estimation state techniques is described. Then in Section
3 is presented the mathematical model of §-endotoxins
production process of Bt followed by the estimator scheme
based on a Extended Kalman Filter with sample-state
augmentation method. The Section 4 presents simulation
results of the estimation scheme for the §-endotoxins
production process of Bt. Finally, the conclusions of this
paper are exposed in the Section 5.

2. METHODOLOGY FOR INCORPORATE
DELAYED MEASUREMENT IN ESTIMATION
STATE TECHNIQUES

2.1 Methods for incorporate delayed measurements

In a Supervisory Control And Data Acquisition (SCADA)
system all information is stored discreetly, according the
following assumptions:

Assumption 2.1. Sampling delays associated with online
measurements are considered negligible compared to
sampling delays associated with off-line measurements.
Assumption 2.2. The
online sensors is more

information obtained from the
susceptible to problems of
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noise and precision that obtained from laboratory or
specialized equipment analysis. The first is subject to the
characteristics of the signal conditioning system sensors. In
the second, it is assumed strict adherence to high quality
standards and metrology.

Assumption 2.8. The storage of offline information is
subject to human error at check data to the SCADA
system. Errors can be represented with spurious or missing
data.

A characterization of phenomena occurring in the
acquisition and storage of each source of information is
presented in Figure 1.

Tk
! Measurement

Arrival Time

Py
: Online M.
/' Offline M.

® Major Instance
== Minor Instance

Measurement
Time

ts—1 ts T k-1 ti

Ns

Ms

Figure 1. Characterization of phenomena occurring in
the acquisition and storage of information sources.
Source: modified by the author of (Guo and Huang,
2015).

In Figure 1, the lower horizontal line represents the
time instants in which the measurements or sampling are
performed. Moreover, the upper horizontal line represents
time instant in which measurements are obtained and
stored in the SCADA system. The straight, dashed
and vertical lines represent the measurements online —
obtained by the sensors —. It is noteworthy that these
measurements are sampled with a sampling period fixed
T and delay measurement is considered negligible. Offline
measurements — obtained from the analysis of samples
in laboratory or specialized equipment — are represented
with a continuous and curve line. Note that each of the off-
line measurements may have different measurement delays
Tk;, that is, the time between sample taken and measuring
arrival Ny = §+7, is variant. M, represents the time period
between two successive samplings offline.

Moreover, to incorporate the different measurements on
state estimation techniques two moments are presented:
major instance and minor instance. Major instance
refers to the moment in which both measures are
available (online and offline). Minor instance refers to
moment in which only available online measurement.
When they used information sources with different
characteristics, collateral problems such as: multi-
sampling or asynchronism, missing and spurious data,
redundant information, among others are presented (Guo
and Huang, 2015; Guo et al., 2014).

In this sense, there are different methods to manage
and incorporate nonuniform and delayed information in
stochastic state estimation techniques. The methods can
be classified into two types: fusing measurements and
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Start

A

Definition of
initial conditions
X(0), X_hat(0)

Major Instance:
deltaZ hat(k+1)=g(u(s), Z_hat(s))
+K*(Ym-Ym_hat)+K*(Yn-Yn_hat)

'

State Augmentation
Transformation augmented
state model Z
according to the selected
method

.

Reading online
measurements
u(k), Ym(k)

A

Xhat(k+1)=Z_hat(k+1)*[100... 0]’

Is there new
offline data?

Minor Instance:
deltaX_hat(k+1)=f(u(k), X hat(k))
+K*(Ym-Ym_hat)

Figure 2. Flowcharts for programming algorithms by state
augmentation methods. Source: Author’s elaboration.

state augmentation (Gopalakrishnan et al., 2011; Guo and
Huang, 2015; Guo et al., 2014; Patwardhan et al., 2012;
Penarrocha et al., 2012; Wang et al., 2012).

Fusing measurements method is based on the readjustment
of the estimate in major instance. The readjustment of
the present state is performed by recalculating entire
trajectory of the Kalman filter (Prasad et al., 2002). The
methods based on fusing measurements only applies to
discrete systems and are conceived to the Kalman filter
and its amendments (Alexander, 1991; Larsen et al., 1998).

On the other side, the augmented state method is
based on increasing the state space with information of
offline measurement and subsequently extended model
is incorporated into the state estimation technique. As
shown in the algorithm of Figure 2, in these methods is
only modified the model and the representation of the
state space is conserved. Because of this, these methods
become favorable for its extension to different estimation
and control techniques. In (Anderson and Moore, 2005)
state augmentation is defined for fixed-lag smoothing
method. In the Fixed-Lag Smoothing method, the Ny past
states are smoothed based on online measurements of the
minor instances. When offline and delayed measurement
is obtained, both measurements (offline and online) are
used to smooth out the state between s and s + Ng.
Methods based on augmentation state, retains the state
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space representation, favoring its extension to different
types of estimators (Anderson and Moore, 2005; Simon,
2006) including deterministic estimation techniques.

2.2 Augmented state method

Next, a brief mathematical description of representing
a linear system augmented state is presented based on
(Gopalakrishnan et al., 2011).

Consider the following discrete-time linear system:
z(k + 1) = Agz(k) + Bru(k) + (k) (1)

for the system (1) nonuniform and delayed measurements
can be represented as:

y' (k) = Claa(k) + o' () o)
P (5) = Coan(s) +v2(5)

where z(k) € R", u(k) € R!' and yi(k) € R™ are
states, inputs and outputs of the system respectively.
(k) and vi(k) correspond to uncertainty modeling and
measurement noise respectively. Ag, By and C) are the
matrices representing the state space. Should be noted
that the outputs y*(k) can be divided into online and
offline measurements (time k and s, respectively).

Now, applying the concept of state augmentation, the
order of the system can be increased such that contains
the information of nonuniform and delayed measurements,
as shown in Equation (3).

Z(k+1) =0, Z(k) + T U(k) + Wre(k) 3)

Y (k) = S Z(k) + o' (k)
where the matrices of the augmented state space ®y, I'g,
\I/kQ\I'g and Zj are used in place of Ax, By, @ and C},
respectively. Using the fixed-lag smoothing method, the

augmented state (4) and the augmented matrices (5) are
defined as:

200 = T() 2T (k= 1) -+ 2T (b= N7 (4)

Ay 0 - 00
I 0 - 00 %’“

|0 T 00/, p_|g].
_6 0 Ib (5)
o
0 clo---0 0

_ Rl k

=0 ’“_{o 0 -005]

This representation can be extended to nonlinear systems.
Consider the following discrete-time nonlinear system with
nonuniform and delayed measurements:

w(k+1) = f(x(k), u(k), (k)
y' (k) = ha(za(k),v' (K))
Y (s) = ha(xp(s),v*(s))

where f, hy and hso are nonlinear functions.

(6)

As in the expression (4), the concept of state augmentation
can be applied, and redefine the matrix representation as
follows:
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Z(k) = [f(x(k), u(k))" (k- 1) (k= Ns)" (7)
FF0 .- 00
L9 H* 0 0 0
* 0 I -+ 00|.=_ -
v = .o N 0 0 om ®
0 0 10

Do (k) ury) and HZ* =

ox

0
where Fk = Fil(m(k),u(k)% H
ﬁkm(s),u(s)), are the Jacobian matrices for the system (6).

This method results in smoothing of the past Ny states
based on the online measurements at the minor time
instance. When the delayed offline measurement arrives,
both offline and online measurements are used to obtain
smoothed estimates from s to s + N,.

In this method, the representation of the state space is
preserved, so the method can be applied with different
state estimation techniques. Following the application
of the methodology for estimating biomass in the 6-
endotoxins production of Bt it is proposed. As state
estimation technique a Kalman Filter Extended (KFE) is
used.

3. STATE ESTIMATION IN A BATCH PROCESS
MODEL WITH DELAYED MEASUREMENTS

The model of the d-endotoxins production of Bt proposed

n (Amicarelli et al., 2010, 2013; Rémoli et al., 2016) is
used. In this paper the nomenclature of some parameters
are modified. The model equations are:

. (u
Sp=—

+ ms) Xy
Yz /s
0a = K3Qa (07 — 04) —
Ty = (1 — ks — ke(t)) x

Ty = ke,

[K1@1 + Koxr) 9)

where s, is the substrate concentration, og is the
dissolved oxygen concentration, x, is the vegetative cells
concentration, s is the sporulated cells concentration, u
is the specific growth rate, y,/, is the growth yield, m; is
the maintenance constant, Q4 is the airflow that enters
the bioreactor, o} is the oxygen saturation concentration,
K; is the oxygen consumption dimensionless constant
by growth, K5 is the oxygen consumption constant for
maintenance, K3 is the ventilation constant, k; is the spore
formation kinetics and k. (t) is the specific cell death rate.

M:

Furthermore, the constitutive equations for p (Monod-
Hmax
1

based), ks and k. are given by:
1 + eGs(Sp,itli_Ps)>

04
1
P.)

_Sp _ 0d
Ky + sy, Ko+ 04
1+ e Geltini—
(10)

1
ks = ks,max <1 + eGs(Sp_
where figax 1S the maximum specific growth rate, K is the
substrate saturation constant, K, is the oxygen saturation

P

1
ke(t) = ke,max (1 + e*Ge(tfPe) —
T = Tg + Ty
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Figure 3. EKF scheme. Source: modified by the author of
(Amicarelli et al., 2013).

constant, kg max is the maximum spore formation, ke max
is the maximum specific cell death rate, G is the gain
constant of the sigmoid equation for spore formation rate,
G, is the gain constant of the sigmoid equation for specific
cell death rate, Ps is the position constant of the sigmoid
equation for spore formation rate, P, is the position
constant of the sigmoid equation for specific cell death
rate, spini is the initial glucose concentration and ti,; is
the initial fermentation time.

The nominal parameters for the system (9)-(10) are given
in Table 1.

Table 1. Nominal Parameters of the Bt model.

Parameter Values Unit

Mmax 0.65 h71

Ya/s 0.37 g-g!

K 3 g- L1

K, 1x107% g-L7!

ms 5x 1073 g-g='-h!
ks,max 0.5 h—t

G 1 g-L71

P, 1 g-L1!

ke, max 0.1 h~!

Ge 5 h

Pe 4.9 h

Kq 3.795 x 1073 dimensionless
Ko 0.729 x 1073 | h~!

Ks 2.114 x 1073 | L=t

Qa 1320 L-h~!

o 0.00759 g-L1!

tini 0 h

Sp,ini 32 g L_l

Moreover for the estimation scheme proposed it is assumed
that the measurement of the output s, is online and the
output 7 is offline (see in Figure 3). That is, the output s,
is sampled without delay and at the same rate of numerical
solution of the EKF. Moreover, the output 7 is measured
every M, sampling times and also is obtained with a
delay of Ny sampling times. In this paper it is used a
common Extended Kalman Filter (EKF) of two steps. The
equation (11) show the step of prediction and the equation
(12) show the step of updating of the state respectively.
However the methodology can be applied any extension of
the Kalman filter.

& (klk—1) = f (& (k- 1k — 1), k)

P(klk—1)=A(k) P (k|k — 1) AT (k) + ()

Q
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g (k) =y (k) — Hz (k|k —1)
K(k)=P(klk—1)H'[HP (klk — 1) H" + R]"' 12)
t(klk) =2 (k—1lk—1)+ K (k) g (k)

(k|k) = (I + K (k) H) P (k[k — 1)

As shown in the flowchart of Figure 2, during the minor
instance, the gain of the Kalman filter K and the
covariance matrix P are calculated with the linearized
model without increasing state space of the system (9).
Otherwise, during the major instance, are calculated with
the linearized model of augmented state space (5) of the
system (9). In the next section the simulation results are
presented.

4. SIMULATION RESULTS

The numerical simulation results of the proposed
estimation structure applied to a model of §-endotoxins
production of Bacillus thuringiensis (Bt) are presented in
this section. All simulations presented here were conducted
using the Euler integration method, with a fundamental
step size of 0.1[h] for a total time of simulation of
15[h]. The model parameters are shown on Table 1. The
parameters shown in this table were taken according to the
range t0 20 [g' L] < 8p max < 32[g-L "] (Amicarelli et al.,
2010). The value s, max corresponds to the initial condition
of s, since §, < 0. It is considered that the substrate
sp is measured online every 0.1[h]. The total biomass
7 is measured offline with a delay interval measurement
Ny = 0.5[h] and successive sampling interval M, = 0.7[h].
In addition, the initial time where the offline measurement
is sampled is s(0) = 0.1[h]. In other words, in the minor
instance it is only available the measurement of s, and
in the major instance the measurements of s, and z7 is
available.

The initial conditions for the model were selected to:

5p(0) = 32 [g- L7, 0a(0) = 0.74 x 1072 [L - h™ ],
2,(0) = 0.645 [g- L™ and z4(0) = 1 x 1077 [g-L™']; and
for the EKF to: 3,(0) = s,(0) [g-L™'], 64(0) = o [L-h™"],

‘%v<0) = 101‘1)(0) [g : L_l] and i's(o) = 10$8(0) [g : L_l]'

Finally, initializing the elements of the matrices P, @
and R for the two filters (with and without delayed
measurements) were empirically adjusted to obtain the
best fit possible so that the results are comparable (see

(13)-(16)).

Pojo = diag ([107" 107! 107" 1077]) (13)
Q = diag ([1072 1072 1 107%]) (14)
Ri=1 (15)

Ry =107 (16)

Figures 4, 5, 6, 7 and 8 show the comparison between the
actual variables z, and estimated variables & only with
the on-line measurement and estimated variables with
online and off-line measurements. In these figures measured
means data simulations with noise and real means data
simulations without noise. The figures corresponding to
substrate concentration s, dissolved oxygen concentration
04, vegetative cell concentration x, and sporulated cells
concentration x4 respectively.



Q), N
UNIVERSIDAD

* (CLCA EAFIT

=Automatic Cor ntrol

Medellin - Colombia

sp measured

o5 — Sp real
--=-5, estimated

- sp smoothed

n
[=]

—_
&)

—_
o

Substrate concentration [g/L]

5
l,
0 P AT N L
10 15
time [h]
Figure 4. Substrate concentration s,.
120
1
l’ i’ rb
1
101 U Q‘ Lo *o
1 y 0,
= I} 4 HOHD K0 40 4 0 %0 Ok
ke 1 {
c ! ?
S 8 '
g L 4
g 6 i
g | ¢
| J
S 4, i*
o i 5 x.. real
s i 9 T
5 H iy + x measured
. ! F" X, estimated
2k et
'd"f'q - =X smoothed
o O sampling time
OL 1 1 ]
0 5 10 15
time [h]

Figure 5. Total biomass concentration xp.

In Figure 4 is possible to observe the correct estimation
of the substrate concentration s,, but this variable is not
important to estimate because can be measured online.
However, it is possible to notice the effect of filtering
performed by the estimator in the variable s,. In Figure
5, the EKF without off-line measurements produces an
estimate that deviates from the actual value since the
beginning, however, the EKF with offline measurements
converges quickly when such measurement arrives. This
tendency to converge continuing with each new additional
off-line measurement. Additionally, Figures 6, 7 and 8
show a similar behavior is observed to the other estimated
variables. In these figures, arrival times and sampling
time of off-line measurement are detailed in order to
visualize the effect of the off-line measurement in the EKF
improved.

Finally, it was observed that it is possible to estimate the
concentrations online in a batch process that includes the
dynamic of dissolved oxygen concentration. The results
can be used for monitoring, control or fault detection in
batch processes.
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Figure 7. Vegetative cells concentration x,,.
5. CONCLUSIONS

In this paper was presented a nonlinear state estimation
subject to delayed measurement for the biomass in
a batch bioprocess including the dissolved oxygen
dynamic. It was described the methodology for to
use sample-state augmentation method. The proposed
estimator was applied to the d-endotoxins production of
Bacillus thuringiensis and the incorporating of delayed
measurements to EKF improved the performance of the
estimate. Simulations show the feasibility of the proposed
estimator.
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Abstract: The biological wastewater treatment has become a major operation to maintain
appropriate levels of organic matter in the wastewater to be discharged. This reduction of
organic matter is performed by microorganisms, which require oxygen concentrations adequate
to survive. Therefore, the oxygen dissolved control is a critical operation in the biological
wastewater treatment plants. In this paper, the design of a coupled estimation and control
strategy is presented for a biological wastewater treatment plant. The coupled estimation and
control strategy is composed by a Kalman filter and a Model Predictive Controller (MPC). The
results obtained showed that for disturbances nearby to the operating point, the estimated state
converges to the actual state and the controller maintains the dissolved oxygen levels within a
narrow range between 5.3 and 6.7%2 approximately.

Keywords: Dissolved oxygen, Kalman filter, model predictive control, biological wastewater

treatment.

1. INTRODUCTION

Since 1960, terms such as air and water pollution started
to be commonly used words. Before that date, these words
went unnoticed by the average citizen Ramalho et al.
(1990). Since then mankind has been continuously sensi-
tized about the environment care, with cleaner production
processes and rational use of water.

Each industrial process has special requirements regarding
to the water quality. To remove such contaminants, the wa-
ter is subjected to a purification treatment. The effluents of
industrial wastewater must also meet minimum conditions
to be discharged to the receptor stream. If water effluent
does not meet the quality requirements, the stream should
be recycled to the treatment plant until these requirements
are fulfilled Lapena (1989).

The secondary stage at the biological wastewater treat-
ment refers to all biological processes either aerobics or
anaerobic. This process is called activated sludge process
and has been used either for the treatment of industrial
or urban wastewater for about a century Ramalho et al.

(1990).

Aeration is the process of mixing or dissolving air through
a liquid or a substance. This operation of mass transfer
is highly important in many industrial environments as
well as in the biological wastewater treatment. The in-
dustrial and public services applications where aeration

systems are found to range from volatile substances re-
moval in liquid currents, subaquatic species culturing for
food (industrial aquaculture), wastewater treatment and
recombinant proteins design to diverse applications of bi-
ological processes where high amounts of enzymes, food,
biomedical, and pharmaceutical products are produced.

The control of the dissolved oxygen (DO) concentration is
a critical operation for guaranteeing the growth of a diverse
group of microorganisms and multicellular organisms. This
variable has a non-linear dependence of other variables
such as the temperature of the culture medium, pH,
biomass concentration, amount of foam among others.
The most used procedure to guarantee the oxygenation
of microorganisms is by means of aerators, which are
basically bioreactors with an ascendant air flow (or pure
oxygen flow) from the tank bottom. Main applications of
aerators found in the literatures are biological wastewater
treatment, general-purpose aerobic cell growth and the
culturing of some multicellular organisms Amand (2011);
Amicarelli et al. (2010); Atia et al. (2011). In the case of
biological treatment of wastewater, there are some aspects
that difficult the DO control. First, oxygen mass transfer
from gas to liquid phase is considered an activity of high
energy consumption Amand (2011). A precise tracking of
operation trajectories must be taken into account, in order
to avoid the cell death due to oxygen absence or cell stress
inhibition by oxygen excess.
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Sometimes, there is no inhibition by oxygen excess, but
this operation represents cost overruns. In processes where
obtaining a metabolite from cell growth, also death and
inhibition phenomena are present due to absence or excess
of oxygen, respectively. Moreover, production of secondary
products (non-desirable products) have been reported,
owing to limitations in oxygen mass transfer Amand et al.
(2013).

Due to of the importance of dissolved oxygen in the
biological wastewater treatment plants and the difficulty
of monitoring the main process variables a state estimator
(Kalman filter) and a model-based control are presented
in order to perform an output-feedback loop, as it is shown
in Figure 1.

Input
D, w

Output
(Co)

Plant

Estimate state

(%)

Kalman Filter

L) Model Predictive
Control

Fig. 1. Estimation and control scheme

The rest of the paper is as follows. In Section 2, materials
and methods are presented in this section the mathema-
tical model, state estimator design, and design of model
predictive controller are presented. In Section 3 the re-
sults and discussion are presented. Final comments are
presented in Section 4.

2. MATERIALS AND METHODS

2.1 Dynamic model of a plant for Biological Wastewater
Treatment

The biological wastewater treatment is performed by a
group of microorganisms called activated sludge, which
is responsible for degrading organic matter. In Nejjari
et al. (1999) a model for wastewater treatment plant is
presented. The bioprocess is principally constituted by two
sequential tanks, an aerator and a settler.

Figure 2 shows the process flow diagram of the biological
wastewater treatment plant. This plant consists of an aera-
ted treatment reactor at which the reduction of pollutants
is performed from oxidation by the activated sludge. The
liquid stream enters the tank, which consists of wastewater
and recirculated activated sludge, and air stream, which
enters the tank as bubbles through the diffusers. After
the treatment with activated sludge, the water enters to a
final clarifier, where the activated sludge and the treated
water are separated. A part of the activated sludge stream
is recycled from the clarifier to the aerated treatment
reactor so that the microorganisms content in the reactor

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

is maintained at an equilibrium, and the remainder effluent
is discarded as waste sludge Moltzer (2008), Nejjari et al.
(1999).

Influent Clarifier / Effluent
Aerated Treatment X, T
: S, X, C T -
Sia, Cia, D Ronitor ey S, (1) D
S, X, Co

Settled sludge
X., (r+B) D

Recycled sludgeT T T
X tD Alr

Waste sludge
X, BD

Fig. 2. Process flow diagram for a biological wastewater
treatment plant. Adapted from Moltzer (2008)

The model is based on the following assumptions:

e The aerated treatment tank is considered to be per-
fectly mixed so that the concentration of each com-
ponent is spacially homogeneous.

e Bioreaction does not take place in the clarifier.

e The sludge (biomass) is the only recycled component
into the aerated treatment tank.

The model is represented for the Equations (1)-(4). These
equations represent the balances of biomass (X ), substrate
(9), dissolved oxygen (C,), and recycled biomass (X,).

%ﬁt) — uX(8) = DO + 1) X (6 + rDO X (1) (1)
ds(t) 0

S =y X =DM +1)S®) + DW)Sm  (2)

dC(‘;t(t) _ —kogX(t) — D)1 +7)C(t) + D(t)Ciy, (3)

+KLa(Cs - C(t))
el _ p)a + 1%, (0) - DB + X1 (@)
- s o)
HS e S e O ®)

In the paper presented by Nejjari et al. (1999) the dilution
rate D(t) and the oxygen transfer coefficient Kja are the
manipulated variables. K a is represented for Kja = wa,
where the variable parameter is the aeration rate (w) and
« is the oxygen transfer rate. The parameters found in
(1)-(5) and their assumed numerical values are presented
in Table 1.

2.2 Linearized mathematical model

For the design of both the Kalman filter (KF) and the
model predictive controller (MPC) a linearized discrete-
time model is required. Therefore, in this Section the
model linearization is presented. The discrete-time lin-
earized model has the form in (6).
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Table 1. Mathematical model parameters and

values
Parameter Name Value
r Ratio of recycled flow to influent flow 0.6
Y Yield of cell mass 0.65
Sin Substrate concentrations in the feed 200™4L
stream L
K, Constant term 0.5
c maximum dissolved oxygen concen- T
s tration Ea
C Dissolved oxygen concentrations in 0.5m4
m the feed stream L
B Ratio of waste flow to influent flow 0.2
Umazx Maximum specific growth rate 0.15%
K Affinity constant IOOELg
K. Saturation constant 274
« Oxygen transfer rate 0.018

Trp1 =AqTr + Byyur + Ba,dy (6)

yr =Cazp + Dauy,
where zp € R™ is the state, ury € R™ is the inputs,
wq € R! is the disturbances, Aq € R™ ™ is the states
matrix, B,, € R"™ is the inputs matrix, By, € R"*! is
the matrix showing the effect of the disturbance on the
system, Cy is the output matrix, and Dy is the input
incidence matrix regarding the output.

The linearization of the mathematical model was carried
out in the following operating point:

Table 2. Operation point

Parameter Value
States

X 177.69 %

S 56.66 %‘1

Co 5.61 g

Xr 355.38 %
Inputs

D 0.1~ 1T

w 80h~!

Disturbances
Sin 200%

The matrices A4, By,, Buw,, Ca, and Dg of the linearized
discrete model were obtained with a sampling time of 0.01h
as

0.9988 0.0008 0.0033 0.0006
—0.0006 0.9972 —0.0051 —0.0000
—0.0003 —0.0006 0.9816 —0.0000

0.0016 0.0000 0.0000 0.9992

Ag=

—0.7100 0.0000 T
B | 1.0924 —0.0000
us = 1-0.0843 0.0008
—0.0006 0.0000 |
0.0004 T
B 3| 0.9986
By, =1x107% | J7000
0.0000 |
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Ca=1[0010]

Dq=1[00]

The biomass and the substrate in biological wastewater
treatment plants are difficult to monitor online, because
the sensors available in the industry are expensive or
nonexistent, so the measurements of these variables are
performed offline. For this reason, the dissolved oxygen
is considered as the only measurement variable online in
biological wastewater treatment plants.

2.8 Kalman filter desing

The Kalman filter operates by propagating the mean
and covariance of the state the over time. This filter
is composed by three parts: the linear dynamic system
equations, the initial condition of the a priori covariance
of the estimation error, the Kalman filter gain, and the
update equations Simon (2006).

Dynamic system equations

Tr—1 =fr (@, up, W) (7)
Tl :hk (xk, Uk) (8)
v ~(0, Rg) (10)

Kalman filter initialization
Py =Aq,_ PTAL |+ Qi (11)
Ky =P, Cy R (12)

Kalman filter equations

f?; :Adk—lj;:—lBudkflukfl (13)
& =2 Ki(yk — Ca, 2y,) (14)
+ =I - KkgCq,)P,~ (15)

where z; is the a priori estimate, P, is the a priori
covariance of the estimation error, mﬁ is the a posteriori
estimate, P,:r is the a posteriori covariance of the esti-
mation error, K} is the Kalman gain, Ay, , is the states
matrix, By,  is the inputs matrix, Qr—1 is the model
uncertainty, Rr_; is the measurement noise, Cqy, is the
output matrix and yj is the measurement.

Initial conditions and filter tuning

The Kalman filter design was performed using the lin-
earized mathematical model presented in Subsection 2.2,
adding the disturbance as a state in order to be estimated.
The new mathematical model form is then Davison and
Smith (1971):

A B B,
wo-[i ] ] )

(16)
yr =[Cq 0] Bﬂ + Dguy,

It turns out then
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A, B B,
Ady_, = {Od fd} , Cqp, = [Cq 0], Budk,l = [ Od}

The tuning matrices associated with the model uncertainty
and the measurement noise, Qx—1 and Ry, respectively,
were set as

Ry, =5 (17)
50000
05000
Qr-1=100500 (18)
00050
00005
The a posteriori covariance (P;) was initialized as
60 0 0 0 0
0600 00
Py 0 0600 O (19)
0 0 0600
0 0 0 060

In the simulation, the measurement noise is considered a
white noise with zero mean and 0.01 variance.

2.4 Model predictive control design

The main elements of the model predictive control (MPC)
are the prediction model, objective function, constrains,
and receding horizon principle.

Prediction model

The prediction model selected for the design of the MPC is
the linearized discrete model presented in the Subsection
2.2, whose structure is of the form:

Trt1 =Aaxr + Buyuk + B, di
yr =Cqxr + Dauy,

Objective function

Cost function used for the MPC design is the used in the
linear quadratic predictive control (LQPC) Garcia et al.
(1989). The LQPC structure is presented in (20).

Ny Ne
J(Ad, w0) = &} Pedn, + Y #f Qeip + Y Alf RAG
k=0 k=0

(20)

where J is the cost function, xj is the state, uy is the
control signal, N, is the pred1ct1on horizon, N, is the
control horizon, P. is the weight matrix of the control
signal, Q. is the weight matrix of the states, and R, is
the weight matrix of the terminal state.

The optimization of the objective function w @performed
by using the optimization tool box MATLABY by means
of the quadprog command.

Constrains

INTERNATIONAL FEDERATION
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The MPC design considered the following constraints on
the manipulated variables:

0.02h~ ' <D < 0.15h7 !

21
0h~ ! <w < 300h1 (21)

State constraints were not implemented since the state
remained into safe and realistic values in the performed
simulations. Nevertheless, state constraints may be in-
cluded at any time with no major effort.

Initial conditions and controller tuning

The MPC design used a control horizon N, = 30, and a
prediction horizon N,, = 60.

Te weight matrices for the terminal state, state and inputs
were set as follows.

S oo

oo O
=

oz oco
o

)—AOOOI

L
[}
I
coor

[Nl ]
=

oo o
(e}

o oo

10
Re = {o 0.1]

The biggest weight was assigned to the dissolved oxygen
state because the MPC purpose is to control the dissolved
oxygen in the aerated treatment reactor.

(24)

3. RESULTS AND DISCUSSION

The results obtained by applying the controller and the
estimator are presented below. The behavior of the MPC
and the state estimator was evaluated under different
disturbances. The considered disturbances were 25072,
300 9 and 150% of the substrate concentration in the
feed stream. Simulations of the MPC coupled_with state
estimator were developed in the MATLABY software
version 2016a, using the Runge-Kutta numerical method
with a fixed step of 0.01h during 500h.

Figures 3 and 4 shows the system response with a dis-
turbance of 25072 at the time 50h. The former Figure
present the response of the state to the disturbance and
and the latter Figure presents the control actions and the
disturbance estimation. In these Figures, it can be seen
that the state estimator achieves the real state of the plant
and the disturbance. Furthermore, it can be seen that the
plant state change in the open loop regarding the status
of the controlled plant. For the state X the steady state
value of open loop plant is 21% superior to the state of the
closed-loop plant. For the state S, the steady state value is
19% less than the state of the controlled plant. Similarly,
the state X, represents a steady state value of 14% higher
with respect to the steady-state closed loop. The dissolved
oxygen state presents oscillatory behavior because the rate
of air intake to the treatment tank (w) presents sudden
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changes between upper and lower restriction, as occurs
with the dilution rate (D).

250 ‘ ‘ ‘ ‘
S, 200 k/_ —— State estimate
E 150 —— Controlled state
x —— Open loop state
100 L I I
0 100 200 300 400 500
100 T T
o
>
2 Lﬁ
»n 50r ‘ : ‘ ‘ d
0 100 200 300 400 500

I I I I
0 100 200 300 400 500

~ 500
-
>
£ 400- — B
xh 300 I I I I
0 100 200 300 400 500

Time (hours)

Fig. 3. State behavior with a disturbance of 2507 in the
substrate concentration in the feed stream at the time

50h

0 100 200 300 400 500

é; 240+ i
£ 220 —— Disturbance i

—— Disturbance estimation |

180 I I I I
0 100 200 300 400 500

Time (hours)

Fig. 4. Control actions and estimation disturbance
(2507%2)

The behaviors of the states with the different disturbances
applied are similar (Figures 5 - 8). The biomass in the
reactor and in the recycle stream in open-loop present a
steady state value above than the steady state value of the
closed-loop system. The substrate state presented a steady
state value in open-loop below than the presented by the
controlled system. The behavior of the state substrate in
the closed-loop is due to that is presents lower production
of biomass and recycled biomass, so that there is an insu-
fficient concentration of microorganisms to be responsible
for degrading the substrate.

INTERNATIONAL FEDERATION
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Figures 5 and 7 shown the state behavior with a dis-
turbance of 30072 and 15072 , respectively. The first
figure presents the biomass behavior, the second figure
the substrate concentration behavior, the third figure the
dissolved oxygen concentration behavior, and the final
figure the recycled biomass concentration. Figures 6 and 8
present the control actions and the disturbance estimation
for the plant with the aforementioned disturbances.

300
% —— —— State estimation
£ 200 N —— Controlled state
x 100 ‘ ‘ ‘ —— Open loop state
0 100 200 300 400 500

600 i i T !
o
> 5001 1
£ —
~_ 400
x

300 I I I I

0 100 200 300 400 500

Time (hours)

Fig. 5. State behavior with a disturbance of 30072 in the
substrate concentration in the feed stream at the time
50h

. . . . . . . .
0 50 100 150 200 250 300 350 400 450 500

350
~ 300F
>
£ 2501 : -
o == Disturbance
200 = Disturbance estimation
150 L L L L L L L L L
0 50 100 150 200 250 300 350 400 450 500

Time (seconds)

Fig. 6. Control actions and estimation disturbance
(3007)

In Figures 7 and 8, the estimator converges faster if
compared to previous scenarios.
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300 N -
- —— State estimation
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; \ —— Open loop state
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g sof
n
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0 100 200 300 400 500

200 300
Time (hours)

Fig. 7. State behavior with a disturbance of 1507 in the
substrate concentration in the feed stream at the time
50h
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250 -
. — Disturbance
3 200 K — Disturbance estimation
£
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)
100 i i ‘ ‘
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Fig. 8. Control actions and estimation disturbance
(1507%2)

FINAL COMMENTS

According to the results, it can be concluded that the joint
estimation strategy and control are suitable for controlling
dissolved oxygen in biological treatment plants wastewa-
ter, because although oxygen has an oscillatory behavior
was maintained between 5.3 and 6.7mig approximately.
Given that the operating point for dissolved oxygen state
is 5.6172, it can be said that the controller kept the
concentration of dissolved oxygen at desired levels.

Due to the nonlinearity of the system as future work
the design of a joint nonlinear strategy of estimation
and control will be proposed, in order to obtain better

INTERNATIONAL FEDERATION
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performances both the estimator and the controller, and
check the behavior of dissolved oxygen state it can be
improved with this new strategy. Additionally, this new
strategy could improve the oscillations in the control
actions, causing these have a softer behavior.
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Abstract: This paper presents the design and implementation of an automated control system

for a hydroponic testbed for “indoor domestic environments”

. This testbed is an indoor research

system in which automatic control techniques, low-cost computational micro-controllers, and
monitoring technologies are being explored for possible applications and deployments in low
research budget and limited technology access. The goal of the system is to use automation
techniques to improve crop productivity in scenarios in which even water is a scarce resource.

The experimental low-cost facility at this point is

focusing on control variables such as irrigation

time, luminosity, temperature, and relative humidity.

Keywords: aeroponic, hydroponic, automation, control, greenhouse

1. INTRODUCTION

In the recent decades, the population is growing (UN
(2004)) and have expanded the necessity to increment the
food production, this has led to seek new alternatives
for crop development such as indoor greenhouses. An
indoor greenhouse is a small structure of glass or plastic
containing plants, which can be installed into small spaces
such as departments, offices, among others. Indoor farming
is a new tendency around the globe, this is going to benefit
communities, researchers, makers, hackers, students, any
people and also the environment.

For a plant growth, it is necessary to create an environment
which must have the appropriate weather conditions. For
this reason, this paper presents the design and implemen-
tation of an “Automated Indoor Low-Cost Greenhouse
(AILCG)” for domestic environments. This experimental
low-cost facility at this point is focusing mainly in the best
way to control variables such as irrigation time, luminosity,
temperature and relative humidity.

There are many irrigation techniques, one of them is
Hydroponics which consist in using a mineral-rich solution
instead of soil (Jr. (2004)). In Hydroponics the roots
obtain all nutrients necessaries for their growing. Besides,
there is another irrigation technique called Aeroponic,

* The authors would like thanks to CONACYT for the PNPC
program, also thanks to Adrian Lizaray, Christian Lopez, Raul Gil
and Bernardo Camacho from “Universidad Politecnica de Sinaloa”
for their cooperation in this project during their scholar residence
program. Finally, we give thanks to Jorge Urbina and Angel Moreno
by their revision of this paper.
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this technique uses air and mist to provide nutrients to
the plant roots, (Parker (2009)). The Hydroponics and
Aeroponics irrigation techniques provide water savings,
as well provides nutrients to the roots of the plants in
an efficient manner, also these techniques may be used
in indoor greenhouses. For the AILCG, both irrigation
techniques are applied, as it will be seen later.

The research focus is control automation, and the archi-
tecture and design of the Information and Communica-
tion Technology (ICT) infrastructure. This includes sys-
tem modeling, computational techniques and algorithms.
Previous works for monitoring and control system for
greenhouses are described in Putter and Gouws (1996),
Bhutada et al. (2005), Schempf et al. (2001). A related
project, for indoor farming, is the Personal Food Computer
(PFC) which is an agriculture technology platform which
is being used around the world (Harper and Siller (2015)).

In this work, there are several control variables considered
such as the lighting for plants, temperature, humidity, with
this testbed further research may be possible, by example:
find better strategies to provide light to the plants.

There is a wide availability of electronic devices that can
handle the AILCG sensors data such as micro-controllers,
Field Programmable Gate Array (FPGA) devices, digital
signal processors, PLC devices, credit card sized comput-
ers, among others. For this work, we have chosen to use a
microcontroller “Arduino™ UNO based board” due the
low-cost, which is near to $20 USD, this is cheaper than
a PLC or an FPGA; the community support; the already
developed gadgets and libraries; among other advantages
cited in Badamasi (2014).
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Micro-controllers are used to recollect data from the sen-
sors, process information (using pre-programmed func-
tions) and provide an output to perform an action (e.g.
actuators). In this work, sensors provide information about
the environment in which the crops are, this allows to
collect data about the different crop phases of experimen-
tation and provide an action through the actuators.

The proposed AILCG considers a “Light-Emitting Diode
(LED)” control, the sun photo-period, different irrigation
techniques control, water aeration control, and climate
condition control to provide the needed tools to perform
research and hence obtain a healthy plant growing.

This paper is organized as follows, Section 2 is about the
AILCG as the whole, in Section 3 the control system
is described, Section 4 results are shown and finally,
conclusions are stated.

2. AUTOMATED INDOOR LOW-COST
GREENHOUSE

The AILCG is able to cultivate plants and produce food
by using 3w LED lights at 660nm (red light) and 445nm
(blue light) as an alternative to sunlight (Chang and
Chang (2014) and Son and Oh (2013)); a 1/4 HP water
pump; several sensors and micro-controllers are used to
manipulate information and actuators.

The AILCG control is based on a process of reading,
sending and receiving data from the sensors using an
Arduino™ UNO in addition with an ethernet shield for
internet access. Arduino™ is an open-hardware platform
designed to facilitate the use of electronics in multidisci-
plinary projects.

2.1 System Requirements

Some variables that influence the plant development are
temperature, relative humidity, light, irrigation, and water
pH.

Temperature.  Is beneficial for the plants, have a tem-
perature difference between day and night temperatures
(Mohr and Schopfer (2010)), also the solution temperature
is important. More information about temperature for
lettuce experiments is found in Thompson et al. (1998).

pH Concentration.  This value is important for plants to
absorb the nutrients, pH is not the same for soil culture
(organic substrate) and hydroponics (cultivation in inert
substrates). The vast majority of irrigation water must be
optimal pH, Domingues et al. (2012).

Ventilation.  The greenhouses always should have ade-
quate ventilation, there is a relationship between plants-
space and ventilation power. Plant respiration is through
their leaves, if ventilation is not adequate, the pores of the
leaves will obstruct and the leaves will die. Related works
to ventilation can be found in Boulard and Draoui (1995),
Muiioz et al. (1999), Casas-Carrillo et al. (2015), among
others.

Water aeration.  The presence of oxygen in water is
essential for the proper development of plant roots. The
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lack of oxygen is called anoxia, this causes that the root
development begins a premature degradation of the roots,
reaching, in extreme cases, the death of plants (Mustroph
and Albrecht (2003)).

2.2 Description of the AILCG

The Figure 1 shows physical design scheme of the built
AILCG as it can be seen, the structure is divided into
five different tray-levels, each of them has a purpose,
function and/or different works. The tray-levels are Level
0, Level 1, Level 2, Level 3 and Level 4. The AILCG is
composed of a rack where there are two different types
of hydroponic crops and a piping circuit for recirculating
the nutrient solution through the system. At the Level 0

Level 4
v3 V2 ¥ vF R v YR Level 3
e .l ——
Pt
Flow vF P v Level 2
[
| I | F
(Y IY B Y Y na wg [ Levell
v —
.
1t o
E Level O
E0
(A) Frontal View (B) Side View

Fig. 1. AILCG Physical Design.

is located the water reservoir, which contains the nutritive
solution of the plants, also the air and water pumps are
found here, the last one is a submersible water pump. At
Level 1 is located the first type of hydroponic technique,
this is based on water culture system. At Level 2 is
located another container for crop development, using an
aeroponic technique, also at this tray-level is located the
control box where all the sensor information is collected
and is logged into a database server (MySQL database
5.6.23 running on Intel Xeon E5-2403 1.8 GHz processor,
32GB RAM) for the late information processing. At Level
3 is located the last crop, this has the same characteristics
as the crop found at the second tray-level.

The power supply is located at Level 4 of the entire
AILCG (control system, water and air pumps, lighting
system), also there is an ethernet network switch 10/100
which is connected to the internet network, this switch
allows the connection to the micro-controllers located in
the control system. Those micro-controllers are able to
send and receive information over the Internet using an
ethernet shield.

2.8 Operation of the System

When the pump is turned on, the solution begins to flow
through the pipe system to tray-levels 2 and 3, see Figure
1. The V1 and V2 valves are utilized to regulate the flow
of water entering at both tray-levels, while the valve V3
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Fig. 2. Physical Design Diagram of Aeroponic Cultivation
Bed.

regulates the excess flow to the container.

The nutrient solution is driven by the water pump to
tray-levels 2 and 3, where nebulizers are driving out the
atomized solution continuously to watering the roots of
the plants. The water that is not absorbed by the crop,
falls to Level 1 using drain pipes. In order to avoid the
water overflow at Level 1, the amount of input water
must be slightly less or equal to the amount of the output
water, this allows that crops in Level 1 to receive recycled
water. Also, the water overflow in Level 1 is driven to
the reservoir water. The reservoir water is oxygenated
using an air pump, this ensures that the entire crops
will receive oxygenated water. Note that, the same cycle
repeats, recirculating the water through the piping system,
so the loss of solution is reduced.

Aeroponic Cultivation Bed.  The cultivation beds, at
tray-levels 2 and 3, have ten nebulizers each of one, which
are responsible for spraying the solution to the plant roots.
The solution flows through the pipes and is delivered to
the crop. Also, there is an outlet to recirculate the solution.
The aeroponic cultivation bed was made of styrofoam
(expanded polystyrene). A sketch of aeroponic cultivation
bed is shown in Figure 2.

Hydroponic Cultivation Bed.  This cultivation bed, at
Level 1, is designed to get the solution of the aeroponic
crops (tray-levels 2 and 3) that they did not use. The
nutrient solution which leaves from the cultivation bed
is renovated in the reservoir where it will be oxygenated
again, hence the anoxia in crops is avoided. This kind of hy-
droponic system is based on water culture system, so cul-
tivation beds are floating on a base of Styrofoam allowing
that plant roots are in contact with the nutrient solution
every moment. Level 1 it has a transparent polypropylene
container. A sketch of hydroponic cultivation bed is shown
in Figure 3.

2.4 AILCG Design
The rack has four metal shelves panels and four metal

beams, the metal beams forms two upright frames which
are joint to the shelves using screws.
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Fig. 3. Physical Design Diagram of Hydroponic Cultiva-
tion Bed.

Also, recycled materials were used for the current imple-
mentation, such as an unused rack, volcanic rocks as a re-
usable substrate, among other materials. Each tray-levels
(Levels 0-3) of the AILCG is controlled by an Arduino™
microcontroller. Then there are four micro-controllers that
work separately to keep the system under the required
conditions. Thus, being a separate control of each of the
tray-levels, if at a certain time the system fails, either by
an external or internal factor, the others continue their
usual functions for which they were programmed.

3. SENSORS AND CONTROL SYSTEM

The operated sensors in the control system are: “DHT11
and DHT22 (DHTXX)” which provides relative humid-
ity and temperature in the environment, DS18B20 is a
waterproof sensor to provide water solution temperature.
DS18B20 and DHTXX sensors use the 1-wire protocol,
which is a communication protocol designed by Dallas
Semiconductor, it is based on a bus, a master and several
slaves one data line (Zhang et al. (2010)).

The 1-Wire protocol specifies a master and one or more
slaves which send information to a single data bus, a
resistor is connected to +5V DC to “pull up” the signal.

8.1 Light Control System

LED lights are handled by a microcontroller, the input
power of the LEDs is logged into a database, for this
we decided to set an on/off control using a Pulse Width
Modulation (PWM). The light period may be adjusted by
time or by using a photo-resistance. The time-based light
period might be set up from 7:00am to 7:00pm or any other
time range, as shown in Figure 5.

On the other hand, given the analog value of the photo-
resistance, the microcontroller decides whether to turn on
or off the LEDs, this strategy allows the microcontroller
perceive the sun photo-period by using a photo-resistance
to receive any light beam.
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It has been implemented the light control by photore-
sistance strategy. The photo-resistance has been placed
near a window to intercept the solar light beams, due
the photoresistance may perceive certain wavelength light
beams, such as daylight, fluorescent light or any other lamp
light.

To control the LED lights, the PWM duty cycle is influ-
enced by an 8-bit parameter named as “LED Input Power
(LIP)”, it is defined by the following equation:

L(P) = P%254/1023 (1)
The equation is a cross-multiplication as described in
Equation 1 where L is the function to obtain the LIP
in PWM units and variable P is the measured “Analog
Value of a Photoresistance(AVP)”. The analog value of
atmegad28p microcontroller has a resolution of 4.9mV per
unit, i.e. for each 5v there are 1024 units, the AVP has
a value between 0 and 1023 units, and the LIP value is
between 0 and 255 units. Equation 1 may be represented
as an analogy: “If there is light there is a relative LED
light”. But in an absence of light, i.e. stormy days, we
have decided to complement the Equation 1 into:

255 if L(P) > m
G(P) = { (2)

0 otherwise

Equation 2 is represented by the analogy “If there is
any light there is a full power LED light”, the variable
m is the “photo-resistance Analog Value in the absence
of Light(AVL)”. The AVL is obtained by empirical ob-
servation, the experiment measured the amount of light
without any kind light, and from a small sample space
we determined that the expected value of m is 150, results
may change due the photoresistance type, cable resistance,
and other external light sources, e.g. street lamps. Finally,
G(P) is the LIP value.

3.2 Irrigation Control System

For an indoor plant growing there should be an automated
irrigation system (Lieth and Oki (2008)). The actuators
influencing directly in the irrigation are at Level 0, they
are controlled by a single micro-controller. At the start
of the program, the micro-controller initializes the input
and output ports, then it sets up the clock and starts the
process of irrigation and oxygenation (activate the water
pumps and air). If is time to irrigate, the micro-controller
activates the water pump using a 5v relay (compatible
with 110-240v devices), until the time is up to irrigate.
The same technique is used to provide the water aeration.
These tasks are running continuously as shown in Figure
4.

3.8 Control System of the Levels 1,2 and 3

At the AILCG, each tray-level from 1 to 3 has a crop
an independent monitoring, this means that control in
the Level 1 does not interfere with the control of Level
2 and vice-versa, the same for Level 3. Temperature is
an important aspect of the cultivation beds. For the
temperature control, 12V DC fans are used. Each tray-
level of AILCG has two low power fans that eliminate
heat excess in the area of crops and lead to the required
conditions for optimal plant development into AILCG.
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Initialize I/O ports,
clock, sensors and
network connection.
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Gettime:
minute,
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Deactivate water pump

Activate water pump
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eratewater? Deactivate air pump

Activate air pump

Fig. 4. Data Flow: AILCG Irrigation Control.

The first task of a micro-controller is to initialize the inputs
and outputs ports, then, the clock is set up and later,
it gets the information from sensors every 10 seconds to
reduce the amount of data. Then based on the current
time it decides to keep the LED lighting during the day
(from 7hrs to 19 hrs). Also, if the air temperature is
higher than 25°C or humidity is higher than 50%, multiple
ventilation fans are immediately activated to regulate
the temperature tray-level to a permissible one. And if
the water temperature is below 20°C, a water heater is
activated. At the end of this process, the collected data
is sent to a database server. This process is repeated
indefinitely. The Figure 5 shows a data flow chart of this
process.

4. RESULTS

Figures 6 and 7 shows the physical facility of the Auto-
mated Indoor Low-Cost Greenhouse.

Figure 8 shows the data gathered from the database
(MySQL Community Server 5.6.23) which is fed by the
micro-controllers sensors, it is seen that the temperature
starts to increase from 8:00am to 2:00pm, and then tem-
perature decreases.



UNIVERSIDAD

’»vCLCA EAFIT

~= Automatic Control
October 13-15, 2016
Medelin- Colombia

Initialize 1/O ports,
clock, sensors and
network connection.

Log collected data
into server.

Read sensors
information,
and time.

Is there light? Turn off Led lights.

temp. = 25°C

and humidity Turn off fan.

Turn off water
heater.

Turn on water
heater.

Fig. 5. Data Flow: Automated control for the crop devel-
opment.

Fig. 6. Testbed setup.
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Fig. 7. LED Lights working in the testbed.
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Fig. 10. Relative humidity chart.

The LED light on period is shown in Figure 9 and it is
working as expected, the light period is the same period
of the sunlight from 7:00hrs to 19:00hrs. Also, is shown
that the date 14/04 the LIP were full at midnight due to
incident light beams into the photo-resistance of external
light sources, in this case, the photo-resistance was set
up in front of a parking lot, by this, we deduce that the
incident beams into photo-resistance were from different
vehicles.

The relative humidity is increasing as the heat decreases,
as shown in Figure 10, in this case, the AILCG is set up
near a window in which the solar beams are heating the
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equipment, reducing the humidity between 10:00am and
6:00pm.

5. CONCLUSION

A contribution of this article is the automation of a Low-
Cost Indoor Greenhouse. The plants growing in the present
AILCG have been more efficient by providing an adequate
environment using micro-controllers, respect to a manual
control. Also, we have identified and worked with four
basic components that influences the plant development,
which are:

e Irrigation control.

e Lighting control.

e Water condition control.

e Climate condition control.

From the experimental point of view, the data gathered
from sensors and actuators allows to measure, make obser-
vations and make decisions. Finally, this AILCG provides
a testbed to perform research, allowing to design new and
better control strategies to indoor greenhouses.

5.1 Future Work

Today we are working with different ICT architectures,
which are not part of the current article, once these
architectures are validated they are going to be published
on a next paper.

The next step is to implement an Internet of Plant (ToP)
node consisting of a Personal Food Computer (PFC)
(Harper and Siller (2015)), with the aim to contribute and
share knowledge and experience to its open forum and
community.
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Abstract

This work deals with the modeling and climate control of greenhouses. In order to achieve
these objectives, this paper extends previously reported greenhouse modeling methodologies
and proposes a control strategy. More precisely, the model methodology is based on a modular
technique using timed continuous Petri nets, and the proposed discrete control law is based
on the contribution degree of controllable transitions. The model and control methodology
aim to contribute by simplifying the manipulation of greenhouse variables. Thus, the possible
human errors introduced during the modeling stage or operation stage are reduced. A simulation
example is presented in order to illustrate the modelling methodology and the control design

and its application.

Keywords: Hybrid systems, Timed Continuous Petri Net, Temperature control, Greenhouse,
Modeling, Control, Product semantic, Contribution degree.

1. INTRODUCTION

Nowadays, agricultural production has managed to meet
demands from a rapid growth of the world population. In
particular, urban farming is getting relevant. Nevertheless,
the development of crops in farms or city-farms needs
specific knowledge about a greenhouse and its operation.
This becomes difficult because of the complexity of the
environment and the understanding of multi-variables re-
lation involved in this kind of systems. However, with a
graphical representation and an efficient modular model-
ing for greenhouses, it could be possible to simplify the
understanding and the control of these systems.

Some advantages can be obtained when climate control
is implemented in a greenhouse. Using a control method-
ology, it is possible to reduce risks due to randomness
of weather indoor greenhouse and provide the optimal
environment conditions for growing plants. In order to
obtain the optimal plant environment, it is essential to
automatically adjust the environment factors (tempera-
ture, humidity, light, COs, etc). The control of green-
house climate is characterized by the fact that several
processes, such as crop growth and greenhouse climate
change, occur on different time scales. The development
of the crop occurs on time scale of weeks or months,
whereas most of the greenhouse climate variables change
on a daily basis. Both greenhouse climate and crop growth
are influenced by light, which may change on a time scale
of seconds or minutes, specially on cloudy days. To obtain
optimal conditions in indoor greenhouses, several mathe-
matical models have been developed to predict the growing
conditions as a function of the micro-climate variables.
Most of the existing models are based on mass-energy
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balances. For example, in (Boulard and Baille, 1993) a
greenhouse model, including natural ventilation and evap-
orative cooling, is presented. The authors use heat and
mass balance equations to derive the model. However,
this work includes a linearization stage, and the model
is valid only around the operating point. In (Cunha et al.,
2003), neural networks are used to deal with the linear and
nonlinear identification of the behavior of a greenhouse.
This method uses a large amount of data samples due
to its large number of synthesis parameters, and it also
requires a large computation time for training the neural
network.

Greenhouse control devices are in general on-off (events)
while climate variables (temperature, humidity, solar ra-
diation, etc.) are continuous; thus, a greenhouse model
represents a hybrid system. Hybrid systems, such as green-
houses, can be modeled by Discrete Event Systems (DES)
using Petri Nets (PN) with a big population. Petri nets
(Dessel and Esparza, 1995) are a formalism for the mod-
eling and analysis of discrete dynamic systems. Unfortu-
nately, the problem of modeling dynamic systems such as
real systems cannot be applied in heavily marked Petri
nets. However, a technique used to overcome this problem
is to relax the system by fluidification obtaining the Timed
Continuous Petri Nets (TCPN). TCPN's are a relaxation
of the Petri nets where the marking becomes continuous
and the state equation is represented by a set of positive
and bounded linear differential equations, which depend on
the semantic of the net. Several TC' PN models have been
proposed in the literature, for instance (Ross-Ledn et al.,
2014) for biological systems, (Tovany et al., 2013) for a
greenhouse, (Desirena-Lopez et al., 2014) considers ther-
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mal systems, (Jl’llvez and Boel, 2010) for traffic systems
and (Mahulea et al., 2012) for manufacturing systems.

In this paper, in order to represent the internal envi-
ronment (climate variables), the continuous part of the
greenhouse is modeled by TC' PN using product semantics
(TCPN — PS). This semantic has been widely used to
model biological systems in (Heiner et al., 2008), (Silva
and Recalde, 2002), (Baldan et al., 2011), (Tovany et al.,
2013), where the nonlinear part is introduced by the join
transitions (Silva and Recalde, 2004), (Garcia-Malacara
et al., 2013). For these reasons, the incremental model
methodology from (Tovany et al., 2013) is used to rep-
resent the temperature and humidity behaviour adding a
thermal actuator to the greenhouse model. On the other
hand, an On/Off local control law is presented. In (Ross-
Leén et al., 2014) the contribution degree is defined as the
dot product between the marking error, i.e. the difference
between the required and the actual markings, and the
columns of the incidence matrix. Thus, if the result is a
positive scalar value, the firing of these transitions con-
tributes to reduce the marking error for TC PN models
with big populations and all transitions are controllable.
Based on this, the control strategy proposed by (Ross-
Leén et al., 2014) is used and applied to TCPN — PS
model with controllable and uncontrollable transitions. A
simulation example is presented to illustrate the modelling
methodology, the control design and its application.

The paper is organized as follows. In Section 2, basic con-
cepts related to Timed Continuous Petri Nets (TTCPN's)
systems and controllability concepts are presented. Section
3 presents a Petri net modeling procedure for greenhouses.
Section 4 deals with the problem of reaching a required
state and synthesizes a Lyapunov function for solving
this problem. Finally, Section 5 presents an example of a
greenhouse model as a case of study and the temperature
control using the proposed control law.

2. FUNDAMENTALS

In this section, we provide the basic background on Petri
nets (PN) and Timed Continuous Petri Nets (TCPN) un-
der product server semantics (PS). Notice that TCPN's
under PS belong to the class of positive Nonlinear Systems
(Murata, 1989), (Silva and Recalde, 2002).

2.1 Continuous and Timed continuous Petri nets

Definition 1. A Continuous Petri Net (ContPN) is the
pair ContPN = (N, mg) where N = (P, T, Pre, Post) is a
Petrinet (PN) and mo € {RTU0} ! is the initial marking,
P ={p1,....,pn} and T = {t1,...,t;} are finite sets of
elements named places and transitions, respectively. Pre,
Post € {NUO0}PIXITl are the Pre- and Post- incidence
matrices, where Pre[i, j] (Post[i, j]) represents the weight
of the arc going from p; to ¢; (from ¢; to p;).

The ContPN evolution rule is different from the case of
discrete PN systems, since in continuous PN’s the firing
of an enabled transition is not restricted to integer values;
thus the marking m € {R*T U 0}7! is not forced to be
integer. Instead, a transition ¢; in a ContPN is enabled
at marking m iff for every p; € ot;, m[p;] > 0; and its
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enabling degree depends on the continuous PN semantic.
The firing of the enabled transition ¢; in a certain amount
a; < enab(t;,m) leads to a new marking m’ = m +
a;C[P,t;], where C is the incidence matrix, defined by
C = Post — Pre.

If m is reachable from mg by firing each enabled transition
t; in a certain amount o; < enab(t;, m), then m = mg +
C? and it is named the fundamental equation where
7 e {R* U0}l is the firing count vector.

Definition 2. A P-invariant (P-semiflow) of a net N is a
rational-valued solution Y of the equation Y7 - C' = 0.

Proposition 3. Let (N,mg) be a system, and let I be a

P-invariant of N. If mg = m’, then I -m = I - mq (Dessel
and Esparza, 1995).

Definition 4. A T-invariant (T-semiflow) of a net N is a
rational-valued solution of the equation C'- X = 0.

Proposition 5. Let o be a finite sequence of transitions
of a net N which is enabled at marking m. Then the

Parikh vector & is a T-invariant iff m % m (i.c., iff the
occurrence of o reproduces the marking m) (Dessel and
Esparza, 1995).

The set of all reachable markings from mg is called the
reachability set and it is denoted by RS(IN,myg).

A ContPN is bounded when every place is bounded, i.e.
Vp € P,3b, € R s.t m[p] < b, at every reachable marking
m, and it is live when every transition is live (it can
ultimately be fired from every reachable marking).

Definition 6. A Timed Continuous Petri Net (T'CPN)
is a time-driven continuous-state system described by
the 3-tuple (N, )\, mg) where (N, mg) is a continuous
PN and the vector A € {R* U 0}TI represents the
transition rates that determine the temporal evolution of
the system. Transitions fire according to certain speed,
which generally is a function of the degree rates and
the instantaneous marking. Such function depends on the
semantics associated to the transitions. Under infinite
server semantics the flow (the transitions firing speed,
denoted as f(m)) through a transition ¢; is defined as the
product of the rate, A;, and enab(t;, m), the instantaneous
enabling of the transition, i.e., f;(m) = A\enab(t;,m) =
m[p;]

/\immpemm-
The maximum transition firing rate matrix is denoted by
A = diag(A, ..., \j7)). When the flow is well defined, every
continuous transition must have at least one input place,
hence in the following we will assume V¢ € T, |*t > 1.
The “min” in the above definition leads to the concept of
configuration. A configuration of a TC PN, at marking
m, is a set of (p,t) arcs describing the effective flow
going through each transition. For each configuration, a
configuration matrix is defined as follows:

(1)

T(m) = #[”] if p; is constraining t;
0  otherwise.

The flow through the transitions can be written in a
vectorial form as fr(m) = Allgx(m)m. The dynamical
behavior of a TCPN system is described by its state
equation:
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Figure 1. Greenhouse System.

1 = CAIL, (m)m. (2)

Under the product server semantic the flow f; of a transi-
tion t¢; is computed as

firy=x- ][ {m(p)} (3)

o, Prelp, t;]
Notice that m(p) depends on time 7.

In product semantics, the flow through a transition ¢; is
the product of the marking in the input places of ;.

The dynamical behavior of a TC'PN system is described
by its state equation

i = Cf(T) (4)

where f(7) = [f1, -~~,f\T\]T

A transition t; in a TCPN system is controllable if its
flow can be reduced or stopped. In order to apply a
control action in (4), a subtracting term w, such that
0 < u; < f; is added to every controllable transition ¢; to
indicate that its flow can be reduced. This control action
is adequate because it captures the real behavior that the
maximum device throughput can only be reduced. Thus,
the controlled flow of transition t; becomes w; = f; — u;.
Then, the forced state equation is given by

m=C|f —u]=Cw
os[uis]fi. (5)

In order to obtain a simplified version of the state equa-
tion, the input vector w is rewritten as v = I,A -
Hpeoti {% }, where A; ; = A; (the firing rate of tran-
sition ¢;) and A; ; =0, i # j and I, = diag(Lu,, .-, Luz )
with 0 < I,,, <1 (notice that 0 < u; < f;, as required in
Equation (5) ). Then the matrix I, = I —I,, is constructed
and the state equation can be rewritten as

= CIf = Cw (6)

where I.,, € [0,1] represents the control action, i.e. it
represents the percentage of maximum flow allowed to go
through the transitions.
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Figure 2. Elementary Modules.

3. MODELING METHODOLOGY

A greenhouse is a system composed by a building which
isolates the crop from the outside environment, a set
of devices such as humidifiers, coolers, fans, automatic
windows, etc., allowing to adequate the indoor greenhouse
climate and an irrigation system conveying water and
fertilizers into the greenhouse. The inside temperature of
the greenhouse is affected by external disturbances, such
as solar radiation, outdoor temperature, wind speed, etc.,
as depicted in Fig. 1.

The indoor greenhouse temperature can be controlled
by the signals turning on, or tuning off the greenhouse
devices; thus, a set of events E, = {a1,dx, ..., d, }, which
represent these signals, is defined.

The modeling methodology proposed in (Tovany et al.,
2013) is incremental and uses elementary TC' PN modules.
A Petri net elementary module is created for each device
and disturbance. The elements of heat and mass balance
equations can be modeled separately into: variables to be
controlled, devices for control and external perturbation
variables. Therefore, instead of using the TCPN as a
formalism to model a greenhouse, it is better to model
with these elementary modules: Generation module,
Consumption module, Balance module with infinite
server semantic and Fluid balance module (see Fig. 2)
with product semantic. The initial marking and transition
firing rates are given by the parameters of plastic film and
devices capacities or some of them can be measured by a
meteorologic station and the rest of them can be estimated
by a regression algorithm. Afterwards, these models are
merged to form a single model.

Notice that the final model is a hybrid system. There
is a set of differential equations to represent the indoor
greenhouse temperature and a set of events to control it.

An elementary T'C' PN module is called balance module
as depicted in Fig. 2 (a) if it has a place pyq, that is
assigned with a marking m,,, representing a variable ;
a function p; with a marking my is assigned to represent
a function d(7); and a transition ¢. is created with the
maximum flux A\.=k representing a gain factor.
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Module p/Var Transition
a"*(Io) ms t =1y
¢ (To, v, Ty) me - mig - M1 t2 = paCpa y

t5 = paCp,a
qcond(T(th) me - M1 ts = Ug,o y

te = Ug,o
qp,s(TSyTg) ma- mj tg = Ug,s y

ty = Ug,s
q(Fhum) mi1 - M1 t10 = vPH,0

(1 — kl)Uhum/Ag
(95,5, miz -my t11 = (1 — k2)
q(Tg’TS) mi - m2 tg = Ug,s y tg = Ug,s
q(TSS,Ts) mry - m2 t12 = Usss y t13 = Usss
Q(FhumacHQO) mi1 - M3 tie :Pag(l_kfl))/Ag

9(CHy0,4 ,,v,CHy0) ms-mig-m3  tia=1y
tis =1
(95,5, .0 CH20) miz - mg ti7 =1
q(CO2, ,.,v,CO2) mg- mig-mg tig=1lytig=1
apg  (Tp, Ty) my - mis to0 =t21 = Upyg

tag =taz3 =Upy
124 = PH,OCp,HO
FP/AQ

tos = Mp

Table 1. Relation between variables and func-
tion places.

An elementary TC' PN module is called consumption
module as depicted in Fig. 2 (b) if it has a place P4,
that is assigned with marking m,,,, representing a variable
x; a function place pg with a marking my is assigned to
represent a function d(7); and a transition t. is created
with a maximum flux A, representing the gain factor.

An elementary TCPN — PS module is called fluid bal-
ance module as depicted in Fig. 2 (c) if it is a represen-
tation of a balance element with proportional fluid flow
relation. It is based on a balance module with an extra
place peony With marking mcon. representing the fluid flow.

Finally, an elementary TC' PN is called generation mod-
ule as depicted in Fig. 2 (d) if it has a place P4, that
is assigned with marking m,,, representing a variable
x; a function place pgy with marking mg is assigned to
represent a function d(7); and a transition ¢, is created
with maximum flux Ay = k representing a gain factor.

According to this procedure, first we have to associate
places for the involved variables: greenhouse temperature
T, (P1), soil temperature T, (P,), Ch,0 concentration
(Ps), Cceo, concentration (Py) and pipe system temper-
ature T, (Pi3). Function places are associated with the
variables: solar radiation I, (Ps), outside temperature T,
(Ps), subsoil temperature Tss (P7), outside water vapor
concentration Cp,o, (Pg), outside carbon dioxide concen-
tration Cco,, (Py), wind speed V' (Pig), humidifier max-
imum water flow Fpym (Pr1), water condensation ¢eons
(P12) and the maximum water flow inside the pipes F),
(P14). Secondly, for the greenhouse temperature T, we
construct a generation module for solar radiation g"@4(/e)
and condensation p.ons ¢°°™°; a consumption module for
the humidifier Fj.,, (¢"*™); a balance module for soil
temperature T, (¢’*); and a fluid balance module for
controlled natural ventilation (g?¢™). For the greenhouse
humidity Cpg,o0 we construct: a generation module for
the humidifier Fj,,,, (¢"“™); a consumption module for
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Pipe System

o

t13

Figure 3. Greenhouse TCPN modeling.
condensation Qcons (apw”d) a balance module for outside
humidity Cr,0; and fluid balance module for controlled
natural ventilation (¢?¢"").

Since soil temperature is also modeled, we construct a
balance module for the greenhouse temperature 7, and
soil temperature Ts. Then, we construct modules for each
variable as shown in Table 1 (where parameter values are
taken from (Van Straten et al., 2010)).

Then, by merging these modules we obtain the greenhouse
model in TCPN — PS as depicted in Fig. 3. The state
equation is represented as follows:

1y =(—IciAsmimio — (A7 + Ag + Aaz)my + Aamo
+ (Ie1 A2)memao + Asme — IeaA10man
+ Aaomiz + Aimaz + Aims) /Ky
M =(Agm1 — (Ag + A1g)ma + Aiamy) /K,
g =(—IciAismamig + Iei Aiamsmig
+ Teodigmar — Airms)[Ag/ V]
g =(—Ia gmamao + Iaa dsmoemao)[Ag/ V)
Mg =(A20m1 — Ag1mas + Aoamia + Aesms) /K.

4. CONTROL LAW

In this subsection, some controllability concepts of TC PN
are recalled from (Vézquez et al., 2008).

An induced equilibrium point is a marking m, in which the
system can be maintained using a specific control action
Ug, 1.6. 0 = C[f —ug]. A maximum throughput equilibrium
point m, can be computed. Thus, an important problem
is that given an initial marking mq and a required target
marking m, (for instance, markings allowing maximum
system throughput), to design a control law leading the
TCPN state from mg to m,. This problem is formally
defined as follows.

Definition 7. Let (N;mo;\) be a TCPN system and
(my; I.) be an induced equilibrium point of the TCPN.
Then the Regulation Control Problem (RCP) in (my; I..),
denoted as RCP(m.; I.,), deals with the computation of
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a control law I.(7); 0 < 7 < 7s feasible in the T'C PN such
that m(7ss) = m, and I.(7ss) = Ior, V755 > 7y

The greenhouse control problem is stated as a RCP,
where the equilibrium point is given by target indoor
temperature and the computed I.. Since the set E, =
{a1,d1,...,d,} is representing a set of events, then the
control value of I, in Equation (6) must be zero or one.

Notice that the modules in the modeling methodology are
of type balance, generation or consumption module. Gen-
eration modules (solar radiation, condensation of moisture
on walls and roof) increase the indoor temperature, while
consumption modules reduce it. For fixed environmental
conditions if the greenhouse heaters are turned on and
coolers are turned off, then the indoor temperature will
reach a maximum value, named T,,,,; otherwise if the
greenhouse heaters are turned off and coolers are turned
on, then the indoor temperature will reach a minimum
value, named T,;,. Thus the indoor temperature can be
controlled in the range T = [Trin, Tmax]|-

The control law solving the RC'P problem will be obtained
based on the results from (Ross-Leén et al., 2014), which
considers the control problem in live and bounded TC PN,
with controllable transitions and infinite server semantic.
In this work, the implementation of the control strategy to
nonlinear hybrid systems is presented. For this reason, the
product semantics is used to represent the non linearity of
the system.

Definition 8. Let (N, mg, A) be a live and bounded TCPN
system and m,. € int(Tg) be the required target marking.
Then the marking error is computed as

e(r) = m, —m(7). (8)

Definition 9. Let (N, mg, A) be a live and bounded TCPN
system. The Contribution Degree V(1) of a transition
t) of N is defined as

Uy(7) = e’ (T)en 9)
where ¢;, is the k-th column of the incidence matrix C.

Notice that the contribution degree is representing the pro-
jection (dot product) of how the transition removes/adds
tokens (column ¢ ) over the error. Thus, it provides infor-
mation about how much a transition is capable of decreas-
ing the error marking.

Lemma 10. (Ross-Leén et al., 2014) Consider the defini-
tion of the marking error and let (N, mg, ) be a live and
bounded TCPN system and v a T-semiflow of N. Then

2 trelo) Uk ¥r(T) = 0.

Proof. The result follows from

=el'(1)Cv = 0.

Z v Wi (7)

tr€lv|

From Lemma 10 we have that the sum of every contribu-
tion degree in a given T-semifow is zero. Therefore, there
must be both transitions with positive and transitions with
negative contribution degrees in it.
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Theorem 11. (Ross-Leén et al., 2014) Let (N, mo, A) be a
live and bounded TC PN system where all transitions are
controllable. Then, the control law

Lo = {0 otherwise (10)
leads the initial marking mo = m(0) to the required

marking m,. € int(Tg).

Proof. Let V(e) be the function

1
Vie) = ieT(T)e(T). (11)
We claim that V(e) is a Lyapunov function, i.e. it is
positive definite, its derivative is negative definite and it
tulfils V(z) = 0 only for = 0, as shown below.

Clearly, (11) is positive definite. Now, the differentiate of
V(e) is

V(e) =el(r)e = =T (1)CI.f(7).

Since m, € int(Tr), then for every time 7 there exists a
transition firing vector o(7) > 0 such that e(r) = m, —
m(7) = Co(r). Thus

(12)

el'(T)e(r) = €T (1)Co(1) > 0 (13)
for e(7) # 0. Rewriting (13) we have
e'(1)Ca(r) = €T (7)[o1¢1 + 02c2 + - - + oy €] (14)

=017 (7)er + o2eT (T)eg + -+ + orier| > 0.
Also o; depends on 7. Since Vi,o; > 0, then there exists
at least one ¢ such that ore® (7)cp > 0 for e(r) # 0.
Notice that o} > 0 is strictly positive, thus e? (7)cp > 0
is also strictly positive. Then from (10) we have that
I.(k) = 1. Substituting these values in (12), then V(e)
could be zero or negative. If Equation (12) is negative,
then the derivative of the Lyapunov function is negative,
decreasing the system error.

However, Equation (12) could be zero when the error is
different from zero iff f(7) =0or I.f(1) =0or I.f(T) # 0
is in the kernel of C or CI.f(7) is in the kernel of e Now,
we will show that these cases are not possible.

In the first case if f(7) = 0 means that the TCPN system
is blocked, then it is not live; a contradiction.

In the second case I.f(7) = 0, then the flow of transitions
is being blocked by I. since its contribution degree is
negative or the contribution degree is positive and I, is not
blocking, but the flow of these transitions is zero. Since the
TCPN is live and bounded, then by Lemma 10 there are
positive and negative contribution degrees. Then there is
an I.(k) = 1 with its corresponding flow f;, = 0. Thus, at
least one input place to t; has zero tokens, meaning that
the marking m is in the border, i.e. it is not in int(Tx), and
V = 0. Then N is not evolving at all. Since the error is not
zero, there exists a transition ¢;, such that I.(7)(j1) = 1,
and t;, cannot be fired, thus at least one input place py, to
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Places
I, = 400sin(0.00011t) W/m?2
= 298 + 7sin(0.00011t) K

Tss = 293.15 + 3sin(0.00011¢) K
CH,0 , = 0.0060692 + 0.002sin(2t) kg/m>

_ [ h(t) for h(t) = 10sin(0.001¢t) > 1

- { 1 otherwise
Yeons = 3 x 10710 + 2 x 10~ Osin(t) kg/%s

Table 2. Simulation parameters for places of

the greenhouse modelled by TCPN.

t;, is unmarked. This procedure can be repeated until ¢,
is revisited. Since N is live, two cases are possible, places
Dkys - - - Dk, Tequire tokens, thus m, is not reachable, or
there exists an empty siphon (unmarked P-semiflow) and

N is not live. A contradiction.

In the third case I.f(7) # 0 is in the kernel of C, then a
T-semiflow Y composed by transitions t,,...,t, is being
fired. It means that ¥,(7) > 0,...,%,(7) > 0. However,
from Lemma 10, we know that in a T-semiflow T there
exist positive and negative Wq(7). Thus not all U4(7) are
positive and I.f(7) cannot form a T-semiflow at time 7
A contradiction.

In the fourth case CI.f(7) is in the kernel of T, but this
is not possible because I. was chosen to enforce (14) to
be positive by selecting only the positive terms, thus even
if fx is not equal to o, it is positive and (12) cannot be
zZero.

Thus V(e) = —eT(7)CI.f() < 0 in all the cases,
therefore (11) is a Lyapunov function. Then the error
is asymptotically stable and the control (10) leads the
marking from mg to m,..

5. CASE OF STUDY

In this section the case of study is presented. We use
greenhouse parameters values from (Van Straten et al.,
2010) as in Table 2 and Table 3, but also, parameters can
be estimated by a regression algorithm (Pérez-Gonzélez
et al., 2014). The greenhouse model is constructed with
the following actuators: windows, fans, humidifier and pipe
system (see Fig. 1). Using these actuators and parameters
the TCPN — PS greenhouse model is built according to
Section 3. Notice that, the windows, fans and pipe system
are represent by balance TC' PN modules. However, the
humidifier is represented by a consumption TC PN mod-
ule.

This modeling methodology was implemented in a Graph-
ical User Interface (GUI) programed in Matlab@©. Each
elementary Petri net module is represented by an element
(icon) in the interface (for instance, actuators, perturba-
tions) that can be added in a modular way while the
TCPN model is built. Therefore, the greenhouse-GUI
provides facilities to operate the greenhouse system; any
operator can easily manage the greenhouse, just by select-
ing the actuator or sensor icon in the interface and link it
with another element.

The temperature T; inside the greenhouse is depicted in
Fig. 4; the system is simulated in a period of 8 hours. The
figure shows that the temperature is increasing during the
day and decreasing at sunset. However, the problem of
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Initial conditions
Ty =288 K

Transitions

t1 = 0.5882

ta = ts5 = 1.3029 x 103

t3=tg =7.9

ty =t7 =5.75

t10 = 39470900

t11 = 565000

tg =tg = 5.75

tig =113 =2

t16 = 17.4650

tig =tis =tir=tig=tig =1

tog = to1 = tog = toz = 4.7652

tog = 41.7164

tos = 0.1120
Table 3. Simulation parameters for transi-
tions of the greenhouse modelled by TCPN.

Ts =298 K
CH,0 = 0.0026 kg/m>

3251

0 2 4 6 8
time (hrs)

Figure 4. Temperature Ty indoor greenhouse without con-
trol.

obtaining an optimal environment for crops production in
greenhouses depends on the ability to control the temper-
ature inside; therefore, we will show that the previously
proposed control law is able to control the temperature
T

g
Now, in order to apply the control law strategy, it is
considered that the windows and fans are activated with
the same control signal 1.1, in the case of the humidifier,
the control signal was I.o, similarly the control signal I.3
activate the pipe system. The system is simulated using
the control strategy and establishing a set point for the
temperature Ty (marking required m; = 320°K) and
it is considered that the other climate variables are not
restricted.

Fig. 5 presents the temperature T, behavior inside the
greenhouse using the proposed control strategy. Notice
that the simulation results show that with the control
strategy the requirements are reached. Fig. 6 shows the
evolution of the proposed control law for the fans and
windows, humidifier and pipe system.

6. CONCLUSIONS

This work addressed the problem of modeling and reach-
ing a required temperature environment in a greenhouse
system. The modeling methodology presented provides a
graphical representation of climate variables which allows
an easy understanding of their interaction; moreover, the
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Boulard, T. and Baille, A. (1993). A simple greenhouse
climate control model incorporating effects of ventila-
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Figure 5. Temperature T, controlled indoor greenhouse
(marking required T, = m; = 320°K).

2,
5 \—Windows and fans\
o1
0O 2 4 6 8
time (hrs)
il  Humiditer
_S1f
O0 2 4 6 8
time (hrs)
27 .
21
. N /

0 2 4 6 8
time (hrs)

Figure 6. Control law for Pipe system, Humidifier, Win-
dows and Fans.

proposed methodology is incremental and modular. Thus,
TCPN elements can be implemented in a GUI added or
removed as necessary. The non-linear On-Off control law
that exploits the TC PN structure was presented. This
control law allows to reach a required temperature when
the target temperature is an interior point of the int(T;)
and it is computed in polynomial time. The proposed con-
trol law uses local information of controllable transitions,
using the marking error of its input and output places to
determine if the firing decreases the marking error. Fu-
ture work will address the problem of reaching a required
temperature considering plants inside the greenhouse as a
modular model in the global greenhouse TC' PN model.
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Abstract: One of the main focuses of humanoid robotics is bipedal locomotion which requires a series of
continuous phases, called gait cycle. Here is essential to maintain balance, compensate the dynamic of
the whole multivariable and nonlinear system. Despite good bipedal gait algorithms have been achieved
in various researches, performance is still not enough to be compared to biological systems. Several
research projects have tried to compensate this through methods in machine learning, to autonomously
generate gaits and stabilize robots. In this paper is firstly presented how a neuroevolution algorithm
achieves the stability of a biped robot simulation in the sagittal plane that starts in unstable position. Then
three different methods are proposed and analyzed in order to generate full body motions in any state
perceived by the robot, complying with the specified task by means of the motor skills learned through
neuroevolution together with the implementation of another feedforward neural network.

Keywords: Artificial Intelligence, Neuroevolution, Neural Network, Genetic Algorithm, Biped
Locomotion, Stability, Nonlinear Control, Inverted Pendulum.

INTELLIGENT CONTROL

1. INTRODUCTION AND BACKGROUND

Humanoid robotics has made great strides in the last 30 years
regarding the general control of all the robot limbs that allow
them to perform complex tasks. Research has focused on
human bipedal locomotion, because a machine with this
capability easily works in human environments, rather than a
conventional robot equipped with wheels.

However this presents great control challenges, caused by the
large number of variables involved to achieve gaits without
falling in a non-ideal environment. Maintaining balance is a
fundamental and necessary requirement in implementing
such systems (Siciliano & Khatib, 2008).

Various approaches have been studied to generate
dynamically stable legged locomotion, such as the ZMP
(Zero Moment Point) (Vukobratovi¢ & Borovac, 2004).
Nevertheless, it is still difficult to find a robot that
outperforms a biological system, leading this to research in
self-teaching machines. In this way, many projects have
focused on generating gaits in different kinds of robots using
machine learning (Tedrake et al., 2005; Manoonpong et al.,
2007; Allen & Faloutsos, 2009; Clune et al., 2009; Yosinski
etal., 2011).

Though it is essential to generate whole body motions,
learned by the own robot, the focus of this paper is to
understand that is also important the implementation of some
motor skills to achieve robot stabilization, in this case of a
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biped robot in a phase of the gait cycle, restricted by the
sagittal plane.

While there are multiple methods in machine learning,
neuroevolution algorithms are promising in this kind of
problems (Gomez & Miikkulainen, 2003). Research in these
algorithms has resulted in different methods in their
application as it is NEAT (Stanley & Miikkulainen, 2002a),
HyperNEAT (Stanley et al., 2009) or TWEANNS (Stanley &
Miikkulainen, 2002b), among others. These modify the
topology of the neural network as it is produced the evolution
of the individuals (Back et al., 1997).

These methods have shown very good results in benchmarks
such as the simultaneous stabilization of two inverted
pendulums, exceeding in performance to other alternatives in
unsupervised learning, e.g. reinforcement learning (Gomez &
Miikkulainen, 1999).

However, the classic implementation of neuroevolution
algorithms, where is evolved a neural network of fixed
topology through genetic algorithms, can also have
satisfactory results in several tasks related to robotics
(Siciliano & Khatib, 2008).

Every individual in the genetic algorithm starts in an initial
state and then when each iteration occurs it jumps to a new
state, which will be the result of actions taken in the previous.

Thus the neural network acts as the agent of a reinforcement
learning algorithm, in which for each state, is executed a
particular action. However, while reinforcement learning
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knows the actions to be made in every state, neuroevolution
provides an overview of the problem and consequently the
neural network is not learned for the state, but for the
ultimate goal of the task.

When the optimum individual is found for the current task, a
series of states and actions occurs, but the neural network is
only functional for the evaluated situation and the states seen
by the agent, i.e. the neural network might not be useful for
other initial conditions or states (Whiteson, 2012).

In this regard, problems with large number of variables, such
as humanoid robots (Benbrahim & Franklin, 1997), generate
numerous states for which the neural network found, should
work. Therefore if the goal is to make a robot control,
capable to respond to certain situations properly, even
unknown, it is required the generalization of what was
learned by the trained neural network.

In this paper is presented the development of a
neuroevolution algorithm to achieve the stability of a biped
robot simulation in the sagittal plane that starts in an unstable
position.

In this way is not taken into account the balance in the
horizontal plane and also the robot foot does not slide, it is
only evaluated the contact point of the foot with the surface
on its front and rear boundaries that can be considered as two
passive degrees of freedom, where is involved the interaction
between the machine and the environment.

Furthermore three different methods of control are proposed
and analyzed, based on a feedforward neural network, with
the purpose to generate full body motions in any state or
condition perceived by the robot, fulfilling with the specified
task of balance.

Therefore, the main focus of this paper, which is the result of
an ongoing research project in humanoid robotics at UPB, is
to explore the generalization of what was learned from
neuroevolution to achieve general motor skills for the biped
robot in a controlled environment.

It should be pointed out that the learning process might be
achieved with other strategies, neuroevolution was chosen
because of the good results found in other tasks, as mentioned
before, this means the focus of this paper is not to compare its
performance with other unsupervised learning methods.

2. DESCRIPTION OF THE PROBLEM AND
SIMULATION

In the context of humanoid robotics, biped locomotion is
fundamental to make the robot move efficiently, emulating
human behavior. In most of the gait phases implies that the
robot stays on one foot, being essential a static equilibrium
control, as a first step towards a subsequent locomotion
algorithm. Thus it is intended that the robot stays in balance
at all times, which is reduced to keep the system’s center of
mass within the support polygon of the foot.

To simplify the problem, the robot geometry is restricted to
the sagittal plane, here is analyzed the center of mass, which
position is function of seven revolute joints, i.e. flexion and
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extension of knee, legs, arms and the ankle of the supporting
foot (see Fig. 1).

Fig. 1. Sagittal plane and joints of the robot simulation for the
implementation of stability control. The red lines represent
the links of the robot.

The analysis of the center of mass is based on a system of
particles (Marion, 2000), according to the mass of each robot
link. The weight and distances are taken from realistic data of
a humanoid robot currently in development at UPB.

~

The center of mass position in i and j (Landau &
Lifshitz, 1988), is found as follows,

L1
Teml = EZ?:O Tis 1)

A1 :
Tem) = EZ?:O m;|ry| sin 6;. @)

Where t, m, 6, and r, are respectively the torque, mass, angle
and distance of each particle, M is the total mass of the
system. Based on this position, the corresponding to each
edge of the foot is calculated, now the robot's behavior is
simplified to a simple inverted pendulum.

3. NEUROEVOLUTION ALGORITHM

Every Markov state in the robot simulation is completely
determined by 12 variables, including the 7 joints of the
robot, the position error (e), angular position (6), angular
speed (w), lever arm (1) and angular acceleration (a) of the
inverted pendulum.

The neural network of fixed topology consists of 12 input
neurons, corresponding to the variables listed above, 13
neurons in the hidden layer with hyperbolic tangent
activation function and 7 neurons in the output layer with
identity activation function. This output is a small increase in
the angle of the 7 joints actuated, limited by the actual speed
of the actuators (see Fig. 2).

A common criterion to choose the number of neurons in the
hidden layer is the arithmetic mean between the inputs and
outputs of the neural network. Nevertheless, a set of 90 tests
with 7 to 15 neurons in this layer showed that 13 neurons
presented slightly better results in the neuroevolution task.

A genetic algorithm evolves the neural network, i.e.
optimizes its weights and biases to generate a stabilization
move of the robot (Goldberg & Holland, 1988).
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Fig. 2. Artificial neural network to be trained through genetic
algorithms, it consists of 12 inputs, 13 neurons in the hidden
layer and 7 neurons in the output layer.

The neural network is formed by 247 weights and 20 biases
that determine the genotype of each individual of the genetic
algorithm. A number of 50 individuals per generation with a
crossover of 90% were configured in the genetic algorithm,
to achieve good diversity and speed up the learning process.
This kind of configuration converges rapidly in high
dimensionality cases (Goldberg & Deb, 1991).

On the other hand, to keep the robot balanced, the inverted
pendulum that represents it must remain completely vertical,
i.e. in 0° regardless if the foot lies flat on the floor or not.
Thus, the fitness function is determined from the MSE (Mean
Squared Error) between the reference of 0° and the pendulum
angle during the simulation time.

With this, the genetic algorithm must find the individual that
configures a neural network that generates a minimum MSE,
and hence maintain the robot in balance.

4. RESULTS AND METHODS

Each time the neuroevolution is executed, the robot starts
with a random set of angles, assumed as the initial conditions
of the system, these assures a center of mass beyond the front
edge of the foot, thus if no action is performed the robot will
fall forwards because of gravity. Simulation is then run for 3
seconds in which is intended the robot remains stable. The
control action is exemplified in Fig. 3.

To determine the effectiveness of the algorithm, were
executed 150 tests, of which 89 achieved the expected
balance, converging to a low MSE, in no more of 200
generations as shown in Fig. 4. The stabilization process in
the simulation, for a particular condition, can be seen in
Fig. 5. The corresponding progress in time of angle 0 is
presented in Fig. 6.

The randomness of the initial angles in some cases led to
postures impossible to stabilize with a neural network, it can
be said, that even a human would fall.

Thus is demonstrated that neuroevolution was effective for
this task of robot stabilization, but this does not indicate that
other methods in neuroevolution or in unsupervised learning

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 6. INTELLIGENT CONTROL

achieve better or worse results for this simulation. This is not
analyzed because the main focus of this paper is not to
determine the performance of the various possibilities in this
respect.

Change of angle for each joint ()

......

0.2¢

04 50 100 150 200 250 300
Number of iterations

Fig. 3. Change of angles for each iteration for a particular

case. The variations in the curves of each joint demonstrate

the adjustments produced by the neural network to maintain

the robot balanced during the simulation.
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Fig. 4. Best and mean fitness for each generation of the
genetic algorithm. For this particular case, the minimization
of the MSE is achieved in 60 generations. The best fitness in
the last generation is 2.11959, an acceptable value for the
process, because with the movement of the robot to stop the
falling and stay in 0°, is not possible a null MSE.

On the other hand, notorious changes were observed in the
stabilization process under low variations in the states,
demonstrating the high instability of the system. As pointed
out previously, the algorithm is only useful while the initial
conditions and the subsequent states do not change, otherwise
the neural network is not robust enough to deal with other
cases, and even less in systems like the evaluated.

The non-robustness of the neural network was evidenced
when a slight change of 0.01° in only one angle of the initial
conditions of a previous successful case, produced an entirely
different result in the simulation, leading to the fall of the
robot.
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=24s

Fig. 5. Simulation of the bipedal robot in the sagittal plane,
executing one stabilization process. The red lines represent
the robot links and the blue line represents the inverted
pendulum. As can be seen, the movement of the robot
maintains it vertical.

1747

— Inverted pendulum angle

AT Reference

-176

1771

-178

Angle (%)

179}

-180

181}

-182

150 200 250 300
Number of iterations

5b 160
Fig. 6. Change of angle 6 of the inverted pendulum
representation. Here the reference is -180°, i.e. when the
pendulum is vertical, moreover the actions of the neural
network begin 10 iterations after the simulation is started, in
this way the robot should recover from falling.

The mere implementation of neuroevolution in a real robot is
unpractical, because the learning process with the genetic
algorithm, for a particular case, requires a large number of
tests, and the solution could be only useful for that situation.

In this sense, an offline learning of different cases in
conjunction with the generalization of the motor skills and
combining it with some online learning could be very useful
in solving different control tasks on real robots. Therefore, to
increase neural network robustness and in order to achieve an
overall stability control, three approaches presented below
were proposed.

4.1 Retraining of the Neural Network

One of the main causes of the low robustness is because the
neural network was only trained for a particular case,
therefore a possible solution is to retrain it again with the
genetic algorithm, but starting with an initial population
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based on the individuals of the latest generation obtained in
the previous case.

When evaluated this method was found that the genetic
algorithm evolved again the neural network finding an
optimum individual, but leaving behind the weights and
biases that formed the previous neural network, being only
useful again for the current case.

Although this method was not successful in the
generalization of the motor skills learned previously, it
provided a better overview in how to treat this problem. In
this way the next two methods separate the learning process
and the final motion control.

4.2 Individuals as Training Data for Neural Network

This method seeks to train a second neural network by
backpropagation, its inputs are the 12 variables that define
the states, and the outputs are the 267 weights and biases that
determine the neural network that ultimately generates the
actions for the robot. Therefore, it is intended that under a
known initial condition, a specific neural network executes
the right set of actions that achieve robot balance.

The neural network is made of 186 neurons in the hidden
layer, chosen arbitrarily, requiring with this an updating
process of 52347 weights and biases, leading to a slow
learning rate and high computational cost.

Furthermore, is not guaranteed for unknown initial conditions
that the neural network output defines correctly the 267
weights and biases for a neural network that achieves
stability, this is because the successful solutions of the
problems already executed, might be formed by very
different weights, even for similar cases.

Because of the high computational cost and the other reasons
exposed, this method was not tested.

4.3 Training of Neural Network with State-Action Data

When simulation is executed, the robot begins in an initial
state and through the actions made inside the environment,
passes to another state. In this way, although the neural
network is learned according to the overview of the genetic
algorithm, for each state executes an action that determines a
subsequent state and its sequence will define the success rate
of the process in the corresponding task.

Specifically, each simulation is executed for 3 seconds, in
300 iterations, thus having 300 different states and actions for
every case evaluated. Therefore, in this method is intended to
train a second neural network with sets of state-action. A
diagram of this method is shown in Fig. 7.

This neural network, called neural network for robot control,
is similarly formed to the executed in neuroevolution, with 12
input variables and 7 outputs, but now with 70 neurons in the
hidden layer (see Fig. 8). Because the network is trained by
backpropagation with the Levenberg—Marquardt algorithm,
based on the state-actions sets obtained in the neuroevolution
process, the possibility of losing usefulness for different
cases is reduced, being with this a data fitting problem.
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Fig. 7. Diagram of the third method proposed. Its main goal
is to maintain a constant learning, initially should be
prioritize the learning process, afterwards the control process,
however at this stage whether stabilization is not achieved,
learning must be done again.

The 89 cases that reached the stabilization produced 26700
sets of state-action, where the repeated states were deleted,
according to the set of actions that achieved the least MSE.

The large number of neurons in the hidden layer was required
to get a better performance in the data fitting of the neural
network.

Backpropagation of errors

States Actions

Neural Network for Robot Control

Fig. 8. Neural network for robot control,
backpropagation with the states-actions data.

trained by

Thereby, after being trained, tests were conducted with initial
conditions already proved, obtaining actions for each state
very similar to those obtained by neuroevolution, in most of
the cases with an error not greater than 0.07% in the angular
change of the seven joints. This similarity for a particular
case can be observed in Fig. 9.

In order to have a good fitting of all the data, slight variations
in the output are inevitable with the backpropagation training.
Therefore, even with the low error observed, sometimes the
robot simulation is no capable to maintain balance, when it
should do. This demonstrates the instability of the system,
where a minor change in actions, leads to a set of new states
slightly different, and that together determine a different
behavior than expected.

Nevertheless, this does not demonstrate the capability of the
method to generate proper motor skills in other kind of tasks.
With a less unstable system or unstable at all, the robot’s
behavior could be very close to the expected and effectuate
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good general motor skills (Peters, 2007), i.e. generalize a
behavior through the neural network for robot control based
on the experiments of the neuroevolution.

0.6
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Fig. 9. Comparison between the actions commanded with
neuroevolution (NE) and the actions obtained with the neural
network for robot control (NNRC), denoted in dashed lines.

5. DISCUSSION

The neuroevolution process and the implementation of the
third method was also applied to a simulation in which some
variables of the system are unknown, specifically the angular
acceleration (o) and the error (e). These cases could be
considered as non-Markovian tasks.

For these cases, the neuroevolution process also achieved, in
80% of the tests, the system stabilization. The generalization
of the task through the neural network for robot control was
likewise effective giving the right actions for the states seen
by the agent, but with the fails explained in the previous
section.

Although the said failures, that are mostly caused for the
system instability, as said before, a better performance could
be seen in non-unstable systems, like the implementation in
robots for objects manipulation (Pastor, 2009; Pastor, 2012;
Lenz et al., 2015), or full body behaviors in order to create
complex motor skills in locomotion tasks (Schaal, 1999), that
are also of great interest for research in humanoid robotics.

6. CONCLUSIONS AND FUTURE WORK

In this paper was presented how through a neuroevolution
algorithm, with a neural network of fixed topology, was
achieved in 89 of 150 tests, that the simulation of a bipedal
robot in the sagittal plane kept the balance over a period of 3
seconds, demonstrating the effectiveness of this class of
evolutionary algorithms to provide reliable solutions in
multivariable, nonlinear and unstable systems. Even in non-
Markovian tasks.

Besides was demonstrated that the neuroevolution algorithm
by itself is only useful for the agent with the corresponding
states and initial conditions, being found that a variation of
0.01° in one joint, could lead the robot to lose the balance,
this also caused by unstable nature of the system.
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In order to generate a control useful for different states and
then being able to produce general motor skills for the task,
three approaches were proposed.

The first method, which consisted in retraining the neural
network by the neuroevolution algorithm based on the
previous case individuals, did not achieve good results,
because the retraining process modifies the weights of the
network and is not functional again for the previous case.

The second method, in which was intended to get at the
output of a feedforward neural network the individuals that
configured the neural network, that ultimately would give the
actions, was not carried out due to the high computational
cost and the limited guarantees that this method could find
right individuals to perform the task.

In the third method, a neural network was trained by
backpropagation with state-action datasets, obtained in the
tests made through neuroevolution, had promising results
being capable to output the right actions according to the
state seen by the robot, even without being previously
learned.

It is concluded that the third method is the most appropriate
approach to generate the control of this system and other kind
of tasks through full body motions.

This last approach allows the system from a simulation, learn
by itself according to its surrounding environment, being able
later to generalize a proper behavior to achieve a specific
task, facilitating its implementation on the real robot.

In this way, research will continue around a larger number of
tests to strengthen control and then assess its applicability in
other types of robotic systems.

In addition the main focus of this research is to develop such
controls in more complex simulations, with the system’s
behavior in a three dimensional environment and with the full
dynamics of the robot, and thus being able to be later
extrapolated to a real robot.
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Resumen: La creciente demanda en consumo de agua desalinizada, plantea el desarrollo de
sistemas de control en las plantas desalinizadoras, con los cuales se pueda lograr maximizar el
rendimiento de estas en cantidad de flujo y calidad de agua permeada, asi como minimizar el
consumo de energfa (Bartman et al., 2010). En el presente trabajo se propone una metodologia
para el diseno del sistema de control de una planta desalinizadora por ésmosis inversa (OI), que
emplea el control difuso como una alternativa de aplicacién practica. El desempeno del sistema
de control propuesto es evaluado comparandolo con otras técnicas de control. La metodologia
propuesta es aplicada en una planta piloto de OI experimental, empleada en investigacion y
ensenanza de técnicas de control para plantas multivariables.

Palabras Clave: Control Difuso, Osmosis Inversa, Planta Multivariable, Educacién en Control.

1. INTRODUCCION

La escasez de agua dulce es causada e incrementada por
factores como cambio climdtico, creciente demanda de
energia, crecimiento demografico y el uso indiscriminado
de recursos hidricos (Garcia-Rodriguez et al., 2001). Del
total de agua disponible en el mundo, solo el 2.5% es
agua dulce (Gleick et al., 1993; Castillo-Garcia et al., 2013)
aprovechable para consumo humano y se encuentra con-
centrada en glaciares, lagos, rios y depoésitos subterraneos
(Rivas-Pérez et al., 2003). Una alternativa para intentar
dar solucién a este problema es la desalinizaciéon de agua
de mar, ya que utiliza esta vasta reserva de agua disponible
en el planeta (Ramilo et al., 2003). Entre las técnicas
conocidas de desalinizacién, la que utiliza el principio de
6smosis inversa (OI), es aquella que demanda menor canti-
dad de energia, por lo cual es la més eficiente y competitiva
actualmente (Voutchkov, 2012).

La desalinizacion por OI, consiste en remover el soluto del
agua, presurizando y empujando la misma a través de una
membrana semipermeable. Como resultado del proceso se
tiene: liquido permeado bajo en sales y, como desecho,
salmuera (Dababneh and Al-Nimr, 2003). Para lograr lo
anterior, la presién que se aplica a la solucién con mayor
concentracién de soluto, debe superar la presién osmética.
Los requerimientos de presién para hacer posible este
proceso alcanzan los valores de 1000 a 1200 psi para agua
de mar y de 100 a 600 psi para agua salobre (Li, 2011).
En el caso de los bastidores de OI para la desalinizacién
de agua de mar, el control debe garantizar una cantidad
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y calidad determinada de agua sin sobrepasar los limites
operativos naturales del proceso (Alatiqi et al., 1999).
De manera concreta, la cantidad de producto resultante
es medido por el flujo de agua permeada (F), mientras
que la medida de la calidad de esta es la conductividad
presente (C'). Diversas estrategias han sido propuestas
para el control de estas variables en bastidores de OI.

Entre las estrategias de control convencional, se propuso
un controlador PI sintonizado empleando el criterio de
Ziegler-Nichols para una unidad piloto de OI (Alatiqi
et al., 1989). La identificacién de la planta se llevé a cabo
utilizando la respuesta en lazo abierto ante escalones de
entrada tanto para la presién como para el pH del agua
a la entrada del bastidor. Los resultados de desempeno
fueron aceptables, sin embargo, un mejor control podria
lograrse si se tomase en cuenta los multiples efectos de
las variables manipuladas. Otro trabajo representativo es
el desarrollado por Riverol (Riverol and Pilipovik, 2005),
en el cual se propone un sistema de control para una
unidad de OI basado en el desacoplamiento de variables.
En este caso, se controlé el proceso con dos lazos de
control independientes. La ventaja del sistema propuesto
es su relativo facil diseno e implementacién; sin embargo,
tiene la desventaja que, ante variaciones de parametros
en la planta, el controlador y desacoplador deben ser
modificados.

Entre las estrategias de control avanzado, se propuso un
controlador predictivo de tipo DMC basado en restric-
ciones (Robertson et al., 1996), el cual ofrece un me-
jor desempeno en el control de la conductividad que el
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controlador PI. Los resultados son simulaciones con uso
de un software basado en DMC llamado ONLINE que
actué como caja negra, donde se variaron parametros
como los horizontes de prediccién y control, asi como los
pesos del controlador. Otro trabajo importante propone
Assef (Assef et al., 1997), quien desarrolla un controlador
predictivo basado en modelo (CMPC) considerando un
sistema MIMO para una planta de OI de 4 salidas (flujo,
conductividad, presién en la membrana y pH de entrada) y
2 entradas (flujo de agua salobre rechazada y flujo de dcido
de entrada). La identificacién fue realizada a partir de un
estado estacionario, aplicando escalones a cada entrada y
registrando las respuestas en cada una de las salidas. Para
la implementacién del control también se trabajé con un
sistema de tipo caja negra, el cual permitia agregar restric-
ciones a las variables de entrada. Los resultados mostraron
un incremento del rendimiento en flujo desalinizado; sin
embargo, el software usado solo permite realizar cambios
en los pesos y horizontes.

En la actualidad, la creciente demanda en consumo de
agua desalinizada, plantea el requerimiento de sistemas de
control para unidades de OI que permitan maximizar el
rendimiento en términos de cantidad de flujo y calidad
del agua permeada, asi como minimizar el consumo de
energia. En este caso, resultarfa conveniente el uso de un
sistema de control con el cual se logren los requerimientos
mencionados y que en la préactica resulte de facil diseno
e implementacion. En este trabajo se propone una meto-
dologia, la cual permite disenar e implementar el sistema
de control para una unidad de OI empleando el control
difuso como una alternativa de aplicaciéon practica que no
estd basada en modelos matematicos.

En la seccién 2, se describe una unidad experimental de OL.
La metodologia de diseno del sistema con control difuso
propuesta es desarrollada en la seccién 3, donde también
se describe el diseno del sistema con control predictivo
GPC. En la seccién 4, el desempeinio del sistema de control
con controladores difusos propuesto se compararda con
los alcanzados por otros controladores (GPC y PI). Las
conclusiones son descritas en la secciéon 5.

2. DESCRIPCION DE UNA PLANTA PILOTO DE
DESALINIZACION POR OI

La planta de desalinizacion por OI objeto de estudio es una
planta piloto que se encuentra situada en el Laboratorio
de Control y Automatizacién de la PUCP (ver Fig. 1), en
esta se pueden realizar ensayos experimentales de labora-
torio aplicados a la investigacién. Esta planta cuenta con
componentes basicos que permiten la desmineralizaciéon
y separacion de sélidos disueltos del agua aplicando una
presion superior y en sentido inverso a la presién osmética.
Los cuatro procesos fundamentales que se utilizan son:
pre-tratamiento, presurizacion, separacién por membrana
y almacenamiento. Es decir, su construccion se basé en
etapas en las cuales se eliminan los componentes orgdnicos
y las sales presentes en el agua de alimentacién, utilizando
la tecnologia de OI.

El pre-tratamiento tiene como objetivo la preparaciéon
del agua de alimentacién (extraida de un tanque) de tal
manera que sea compatible con la membrana de OI. Esto
es, la aplicacion de filtros UV, filtros de carbén y filtros
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multimedia para eliminar sélidos en suspensién, bacterias,
virus y coloides. Asimismo, se lleva a cabo el ajuste de pH,
cuyo fin es la precipitacion de carbonatos en el agua de
alimentacion y también la reducciéon de la conductividad
del agua permeada. La etapa de presurizacién se lleva a
cabo cuando el agua pre-tratada fluye a través de la bomba
de alta presién; mediante la variacién de la velocidad del
motor de la bomba es posible variar la presiéon del agua
que fluye a través de ella. La separacién de iones se realiza
dentro de las membranas de OI.

Estas membranas inhiben el paso de sales, pero permiten
el paso de agua y como resultado se tiene un flujo de agua
permeada y otro de salmuera. Dado que las membranas no
ofrecen un rechazo de sales de 100 %, es usual que el agua
permeada tenga algunas sales disueltas. La tltima etapa
es la de almacenamiento y consiste en el acopio del agua
producto y de la salmuera en tanques.

= L 1 e

Fig. 1. Unidad de OI del Laboratorio de Control y Auto-
matizacién de la PUCP.

Las variables controladas en este proceso son el flujo (F) y
la conductividad (C') del permeado. Las variables de entra-
da del proceso son aquellas que mediante su manipulacion
se pueda alcanzar los valores deseados de las variables de
salida. En este proceso las variables de entrada son la
presién (P), con la que el agua salina ingresa a la mem-
brana y que es manipulada con el variador de frecuencia
de la bomba y, el potencial de hidrégeno (pH) del agua de
alimentacién, que es manipulada variando la cantidad de
aditivo dosificado en la etapa de pre-tratamiento. La plan-
ta piloto cuenta con diversos instrumentos como sensores
de P, pH, F, C e incluso sensores de temperatura. Un
diagrama funcional del proceso descrito se puede observar
en la Fig. 2

Mediante ensayos experimentales en estado estacionario en
esta unidad de OI, se determinaron los rangos lineales de
las variables, los cuales se muestran en la Tabla 1.

Tabla 1. Rango de operacién lineal de las
variables del bastidor de OL

Variable Rango Lineal
Flujo, gpm 0.85-1.25
Presién, psi 800-1000
Conductividad, puS/cm 400-450
pH 6-7
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Fig. 2. Diagrama funcional de la planta piloto de OI.

Segin la Tabla 1, los estados iniciales de operacién del
bastidor son distintos a cero, sin embargo, estos pueden ser
normalizados como ceros usando la relacién de las variables
de entrada y salida.

3. DISENO DEL SISTEMA DE CONTROL PARA
UNA PLANTA DESALINIZADORA POR OI

3.1 Diseno con Control Difuso

El uso del control difuso se presenta como alternativa in-
teresante en el diseno del sistema de control de un bastidor
de OI de una planta desalinizadora, debido a que este tipo
de control presenta la caracteristica principal de no utilizar
un modelo del proceso durante el diseno del mismo, sino
parte de conocimiento experimental previo (experiencia
del operador) para desarrollar una base de reglas con la
cual se pueda mantener las variables de control en las
referencias deseadas. La estrategia de control propuesta
usa dos bloques difusos, donde la variable elaborada por
el primer controlador difuso es una de las entradas del se-
gundo controlador difuso (ver Fig. 3). Con esta estrategia,
es posible mantener la variable de conductividad eléctrica
del permeado (C) en la referencia deseada tomando en
consideracion el efecto que tiene la manipulacion de la
variable presion en el agua de alimentacién, durante el
control de la variable flujo volumétrico del permeado (F).

Las senales de entrada del controlador son los errores en
el flujo y conductividad (er y ec) producidos luego de
la comparacion de las variables medidas con los valores
de consigna. Por otro lado, las senales de salida del
controlador son las variaciones en la presién (AP) y el
pH (ApH) necesarios para alcanzar las referencias.

En un primer paso, se realiza el diseno del primer contro-
lador difuso. Para ello se establece como entrada adicional
la razon de cambio del flujo volumétrico del permeado con
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Fig. 3. Sistema de Control con Control difuso propuesto
para una unidad de OL.

respecto del tiempo (dep/dt). Posteriormente se definen
3 funciones de membresia sobre el rango de variacion del
flujo volumétrico del permeado, su razén de cambio y la
variacion de la presién del agua de alimentacién. Estas
funciones de membresia se refieren al grado de pertenencia
con respecto a un valor lingiiistico. La cantidad de las mis-
mas fue suficiente pues la variable de flujo se caracteriza
por ser una variable rapida cuando se controla mediante la
presion. De acuerdo a la demanda de la planta objeto de
estudio los rangos determinados fueron los siguientes: 0.1
gpm para el error en el flujo volumétrico del permeado,
+0.5 gpm/s para la razén de cambio y +5 psi para la
presién de alimentacién.

El segundo controlador se disena considerando ademas la
influencia de la presién en el agua de alimentacién, elabo-
rada por el primer controlador, como variable de entrada
adicional. Se definen, entonces, 5 funciones de pertenencia
para las variables de entrada de este controlador. El rango
de variacién para la variable de entrada fue de £10 uS/cm
para la conductividad, y £150 psi para la variable adicio-
nal. Sin embargo, debido a la fuerte interaccién de esta
ultima, se definieron 7 particiones en variable de pH con
un rango de variacién de £0.6. Seguidamente, se desarrolla
la base de reglas para mantener la variacién en el flujo
volumétrico del permeado (ver Tabla 2).
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Tabla 2. Base de reglas del primer controlador
difuso.

LF MF HF

DE HP LP LP
Z HP MP LP
IN HP HP LP

donde: LF — bajo flujo, MF — medio flujo, HF — alto flujo,
DE - decreciendo, Z — cero, IN — incrementandose, HP —
alta presiéon, MP — media presiéon, LP — baja presion.

Con la informacion de la presién aplicada al agua de
alimentacién por parte del primer controlador difuso, se
elabora la base de reglas para mantener la variacién en la
conductividad eléctrica del permeado (ver Tabla 3).

Tabla 3. Base de reglas del segundo controlador
difuso.

LLP LP MP HP HHP
LLC H3 H3 H3 L1 L3
LC H3 H3 H3 L1 L3
MC H3 H3 M H1 L1
HC H3 H3 H3 H3 L3
HHC H3 H3 H3 H3 L3

donde: LLP — muy baja presién, LP — baja presion, MP —
media presién, HP — alta presion, HHP — muy alta presién,
LLC — muy baja conductividad, LC — baja conductividad,
MC - media conductividad, HC — alta conductividad,
HHC — muy alta conductividad. L3, L2, L1, M, H1, H2, H3
corresponde la magnitud desde un bajo valor de pH hasta
un valor alto de acuerdo al rango de variacién establecido.

La estructura de los controladores difusos es tipo Mandani.
Dado que la configuracion del controlador difuso solo
garantiza estabilizar las variables de control, es necesario
anadir una accién integral que permita eliminar el error
en estado estacionario (ver Fig. 4).

€r

Fig. 4. Control difuso con accién integral.

Una vez determinada la estrategia del sistema de control,
se procedio a la implementacién del mismo considerando
una ganancia de los términos integrativos nulos. Entonces,
se ajusta la primera ganancia. Kj,, hasta obtener una
respuesta rapida para la demanda de flujo de permeado.
Posteriormente, se ajusta la segunda ganancia, Kj,, par-
tiendo desde valores muy pequeiios, del orden de -10~7,
hasta alcanzar una respuesta que garantice obtener una
maxima calidad del producto.

3.2 Diseno con Control Predictivo

La Fig. 5 presenta el sistema de control basado en GPC
para la planta desalinizadora por OI.
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Fig. 5. Sistema de Control con Control GPC disenado para
una unidad de OI.

Para la planta piloto (2 entradas y 2 salidas) se aplicé el
caso GPC multivariable, que usa un modelo CARIMA
(Camacho and Alba, 2013) como se muestra en (1). Este
modelo contiene las matrices polinomiales ménicas A(z~1)
y B(271) de tamaio 2x2, ademds, la perturbacién es
representada por la matriz C' (2_1 ) que se asume constante
e igual a uno.

e(t)

A(z"Ny(t) = BE ut-1)+ 0% (1)

donde, y(t) representa las variables de salida (F y (),
siendo una matriz 2x1; u(t) son las variables de control,
contiene las variaciones en la presién (AP) y el pH (ApH)
y es una matriz 2x1; e(t) es la perturbacién, ruido blanco
de media cero (matriz 2x1). Para el cdlculo de la ley de
control, se consideré la siguiente funcién de costo del caso
multivariable:

N2 N,
T =Y gt +5) —wt+ )R+ D_[Aut+i-1)]3, (2)
N1 j=1

donde N; y Nz, vy N, son los horizontes de prediccion
y de control respectivamente. R es una matriz diagonal
positiva que pondera el seguimiento de las predicciones del
modelo g(t + j) a lo largo del horizonte con la trayectoria
de referencia futura w(t+ j), mientras que @ es una
matriz diagonal positiva que pondera el esfuerzo en el
control. Luego del desarrollo de las ecuaciones diofanticas,
las predicciones del modelo se pueden escribir de la forma:

g=GAu+ f, (3)

donde GAw es la respuesta del sistema en base a acciones
de control futuras y f es la respuesta libre del sistema
producto del efecto de acciones pasadas. Minimizando la
funcién objetivo (2) usando dJ/du = 0 y reemplazando en
(3), para el caso sin restricciones, se obtiene la respuesta
explicita:

u=(GTRG+ Q)" 'GTR(w — f), (4)

Debido a la estrategia de control deslizante se usard solo
el incremento Au en cada instante t. Por lo tanto, solo
las primeras 2 filas de (GTRG + Q)~!GTR, también
conocido como K, serdn calculadas. Entonces la ley de
control resulta:

Au(t) = K(w — f). (5)
Por otro lado, en el diseno del sistema de control con PI, se
empled una estrategia convencional (Alatiqi et al., 1989):

Cpi(s) = Ky(1+ ). (6)

t;s
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4. COMPARACION DEL DESEMPENO DEL
CONTROL DIFUSO, PREDICTIVO Y PI

A continuacién, se muestran las pruebas de simulacién
del sistema de control aplicando el controlador difuso,
el controlador GPC, asi como el controlador PI, con el
objeto de evaluar la efectividad de los mismos frente
a cambios de referencia y presencia de perturbaciones
durante condiciones reales de operacién. Los parametros
de los controladores fueron establecidos de tal manera
que garanticen una rapida respuesta y un error en estado
estacionario nulo.

Las ganancias integrativas del controlador difuso son:
K;=50 (lazo de control de flujo) y K;=-0.0002 (lazo de
control de conductividad). Para el caso del controlador
GPC, los parametros de disenio fueron: horizonte de control
N, =3, horizonte de prediccién N;=10, R = diag(3-10°,2),
Q = diag(0.5,10%). EIl controlador PI con ganancias del
lazo de control de flujo de permeado: K,=536 y ¢,=13.8,
asf mismo, un K,=-0.05y ¢,=108.6 para el lazo de control
de conductividad del permeado.

La primera prueba fue llevada a cabo considerando un
cambio simultdneo de la referencia en las variables de
control, de 1.0 gpm a 1.2 gpm para el flujo y 450 pS/cm
a 410 pS/cm para la conductividad eléctrica, emulando
la operacién de la planta con una produccién y una
calidad tales que se encuentren dentro de lo establecido
por la OMS para consumo humano y ademéas que el
consumo de energia sea el necesario para lograr este
objetivo. En la Fig. 6, una referencia en la variable
de flujo de permeado es alcanzado en 60 s al emplear
el controlador difuso, mientras que el GPC logra este
objetivo en 40 s y el PI requiere 120 s. Se observa, también,
que en todos los casos no existe sobreimpulso ni error
en estado estacionario. Por otro lado, una referencia en
la variable de conductividad del permeado se alcanza en
aproximadamente 155 s, utilizando el controlador difuso,
y 180 s, con el GPC, mientras que el controlador PI
logra llegar a esta referencia en 295 s. Estos resultados
muestran que los valores de consigna son alcanzados en
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Fig. 6. Comparacién de respuestas temporales para el
caso de variacién simultdnea en ambas senales de
referencia.
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menor tiempo en un caso (flujo) con uso del GPC y en
otro (conductividad) con uso del controlador difuso.

Para evaluar el desempeno de los controladores frente
al seguimiento de una referencia, se realizé un cambio
abrupto en la referencia del flujo de permeado de 1.2
gpm a 1.0 gpm, interpretdndose como un instante donde
la produccién es minima. Este escenario implica la dis-
minucién de la energia entregada por la bomba de alta
presion, la que debe ser sopesada mediante el ajuste del
valor del pH operando la bomba dosificadora. En la Fig. 7
se observa las respuestas temporales, donde el PI presenta
un mayor sobreimpulso, mientras que con el controlador
difuso disminuye. A su vez, el controlador GPC logra en
menor tiempo alcanzar la senal de referencia, a costa de
un mayor esfuerzo de control.
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Fig. 7. Comparacion de respuestas temporales para el caso
de seguimiento de una referencia.

Para evaluar la respuesta ante la presencia de perturbacio-
nes, se consideré una perturbacion tipo escalén, emulando
una fuga de agua producto de 0.05 gpm con el fin de eva-
luar el rechazo a perturbaciones en la variable de conducti-
vidad eléctrica del permeado. Esto conllevé al incremento
de la presién en la bomba de alta y una disminucién en el
pH del agua de alimentacién. En la Fig. 8 se exhiben los
resultados, donde es posible observar una mayor rapidez en
la atenuacién de perturbaciones mediante el uso del GPC.
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Fig. 8. Comparacién de respuestas temporales en la varia-
ble de conductividad eléctrica frente a una perturba-
cién tipo escalén en el flujo de -0.05 gpm.
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Finalmente, se realizé un anilisis de la robustez de los
sistemas de control mediante la cuantificacion de la efecti-
vidad de los controladores disenados, utilizando los indices
de desempeno: integral del error cuadratico (ISE) y el
esfuerzo de la senal de control (ISU):

ty
ISE = e*(o)do,
t
0 7)
tf (
Iscrzl/i du() do,
t do

donde limites de integracion corresponden a los intervalos
de tiempo donde las variables de control y las variables de
proceso difieren en +2 % de su valor en estado estacionario.

La Tabla 4 resume los valores de los indices de desempeno
para los casos de control de variable flujo volumétrico y
conductividad eléctrica del permeado, ademaés se incluye
el tiempo de establecimiento aproximado para el caso del
cambio en las referencias.

Tabla 4. Resultados comparativos del sistema

de control.
iabl
Variable ol ISE sy TsC2%)
Control (seg)
PID 5.37-1072  46.58 120
F DIFUSO 9.15-102  33.33 60
GPC 5.30-1072  33.33 40
PID 8.81.103 0.56 295
C DIFUSO  8.88-103 0.62 155
GPC 1.36-10% 0.46 180

Los resultados obtenidos muestran que el GPC posee una
relativa mayor eficacia para el control de las variables del
proceso de desalinizacién por OI con respecto al contro-
lador difuso, sin embargo, este ultimo es una alternativa
valida que no requiere del uso de un modelo matematico
y de mds facil diseio. En todos los casos, el uso del
controlador difuso muestra mejores resultados respecto al
PI convencional.

5. CONCLUSIONES

Se propuso una metodologia de facil aplicacién para el
diseno del sistema de control de una planta desalinizadora
por OI basada en control difuso. Las pruebas realizadas
mostraron que el desempeno del sistema con el control
difuso propuesto exhibe mejores resultados que el uso del
PI convencional. El desempefio del sistema con un GPC,
exhibe un relativo mejor desempeno que el controlador
difuso propuesto, sin embargo, el diseio del GPC obliga
a realizar una etapa previa de trabajos de identificaciéon
de la planta a fin de obtener su modelo matematico. La
planta implementada demostré su validez para llevar a
cabo tares de investigacién y ensenanza de técnicas de
control para plantas multivariables. Como trabajo futuro
se propone aplicar la metodologia propuesta en plantas
reales y validar la facilidad de su implementacion.
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Trajectory Following of Truck-Trailer Mobile Robots Integrating
Linear and Fuzzy Control
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Abstract: The modeling and autonomous control of truck-trailer mobile robots for trajectory following
are addressed. The robot kinematical model is analyzed and used for designing a positioning control
system based on linear controllers integrated in a fuzzy-logic approach. The design takes into account
both positioning performance and jack-knife avoidance. The results of robot positioning control are
extended to trajectory following for which a novel strategy is proposed applicable to general shape
desired trajectories. The effectiveness of the proposed methods are verified for linear, circular and
sinusoidal trajectories where the mobile robot converges to the desired trajectories, avoiding jack-knife
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positions and with bounded values of input steering angle.

Keywords:
following

Mobile robot, Fuzzy control,

Linear-fuzzy integration, Trailer-type robot, Trajectory

1. INTRODUCTION

Autonomous truck-trailer mobile robots are used in diverse
fields in industry given their advantages in delivery and
transportation  applications. They can  accomplish
transportation tasks in a faster and cheaper way compared to
multiple individual mobile robots. Their transportation
capacity increases with the number of trailers pulled or
pushed by a truck moving forward or backward.

However, truck-trailer mobile robots configure a complex,
nonlinear, unstable, underactuated and nonholonomic system
difficult to control, especially when moving backwards,
which have led to an intensive research work for analyzing
their motion characteristics and autonomous control. The
most of work have been based on robot kinematical model
valid when the robot moves at low speeds without wheels
side-slipping. In this condition, the robot motion is
determined only by geometrical considerations independent
of masses, inertias and road friction forces.

Diverse control strategies have been proposed to make the
truck-trailer robot autonomously moves describing desired
trajectories in  complex environments. Approximate
linearization and feedback linearization of kinematic model
equations were used in David et al. (2014), Altafini et al.
(2001) and Laumond et al. (1998) for designing stabilizing
controllers for robot positioning applicable to a limited range
of operating conditions. Chained representation of robot
kinematical equations have been used in Sordalen et al.
(1993) and Fierro et al. (1995) for designing nonlinear
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controllers based on feedback linearization and backstepping
techniques for positioning and path tracking control. The
differentially flat structure of mobile robots has been used for
designing controllers in Rouchon et al, (1993) and Michalek
et al. (2012).

Fuzzy logic have been used in Cheng et al. (2009), Tanaka et
al. (1994) and Kong et al. (1992) to propose diverse control
strategies based on human driver experience expressed
through linguistic rules. Neural networks have been applied
in Nguyen et al. (1989) and Moran (2004) for training
connectionist controllers based on static or dynamic learning
algorithms. Other techniques based on genetic algorithms and
their integration with neural networks and fuzzy systems,
have been proposed in Kinjo et al. (2000). The control
schemes have been applied to robot positioning, backing up,
linear and nonlinear trajectory following, path planning,
parallel parking, jack-knife avoidance, robots formation
among other control objectives.

2. PROBLEM DEFINITION AND CONTROL STRATEGY

The problem to be solved is the designing of an autonomous
control system for the positioning and trajectory following of
a truck-trailer mobile robot. The positioning control problem
is shown in Figure 1: the mobile robot, starting from arbitrary
initial positions, should achieve the desired position without
colliding with obstacles around the goal position.



o) ...
. Yoss
A e
‘ ) " ( CLCA
> i
A
“=Automatic Control

October 1315, 2016

Medellin - Colombia

UNIVERSIDAD

EAFIT

40
30t :%
20+ H % Obstacle
197 Jnitial Position %
0 Q“j |—-|——|7
[l S SR o I gy W S
Desired
10t Position
-207
Obstacle
-30r
_40 Il Il Il Il Il Il Il
0 10 20 30 40 50 60 70 80

Fig. 1. Mobile robot positioning control problem.

Figure 2 shows a truck-trailer vehicle consisting of a truck
with front steering wheels and traction wheels, and a passive
trailer with support rear wheels. The trailer is articulated to
the truck at the midpoint of the traction axis and it is pulled
or pushed by the truck as it moves forward or backward.

Rear
wheels

Traction
wheels

Trailer

Steering
wheels

Fig. 2. Truck-trailer mobile robot.

Assuming that left and right wheels move in a similar
pattern, the truck-trailer robot can be modeled as a two
articulated bars as it is shown in Figure 3. Coordinates
(x, v) represent the position of trailer rear wheel, 8, and
8, are the angles of truck and trailer respect to X axis,
847 IS the angle of truck respect to trailer, & is the
steering angle, and 14 and L, are the lengths of truck
and trailer, respectively. Counter clockwise angles are
positive.
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Y Axis A

(x.y)

Trailer (L>)

Truck (L 1)

X Axis

Fig. 3. Two-bars model of truck-trailer robot.

Considering the robot moves at low speeds, it can be
assumed that wheels do not side-slip so that lineal velocities
of traction and rear wheels are aligned to truck and trailer
axis, respectively. Under this consideration, the truck-trailer
mobile robot model is given by the following equations:

X=vcosbBcos8; 1)

v=vcosBsinB, )

gi=——1tand = (3)
Ly

N g

52= —— sin 512 ........................... (4)
Ly

The truck-trailer angle 847 is:
612 = El - Ez ............................ (5)

and from equations (3), (4) and (5) the equation of 8y, is
obtained:

. T,
B,=—sinBy; ——
Ly Ly

Considering that the traction wheels moves at constant

backward speed {17=constant) and defining the state vector x

and control vector u as:
x=[y 6 6,]"

u= tané
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equations (2), (4) and (6) can be represented by the following
affine nonlinear state-space equation:

k= f(x) + gxu

The no inclusion of coordinate x in state vector x simplifies
the controller design process without affecting the robot
positioning and trajectory following capacity as far as it
moves only forward or only backward.

To achieve the goal position without colliding with obstacles,
it is proposed a control strategy in which the robot prioritizes
the achievement of line ¥*=0 with horizontal inclination
85=0°, 87,=0° and, afterwards the robot moves
straightforward to the goal position as it is shown in Figure 1.
With this strategy, coordinate x is not required for control
and it is applicable if there is enough space between the robot
initial position and the goal position. Considering only three
variables (y, 8,8, ) the positioning control problem turns
to be a stabilization problem.

Linearizing equations (2), (4) and (6) around the desired
angles 85=0° and 8;,=0° the following linear state-space
equation is obtained:

¥ 0 v v v 0
8, | = [{] v —‘r:’fi’..:] 2 | + 0 ]tanﬁ
8, 0 v v/L; 11642 —v/L;

A full-state stabilizing control law for the linear system is
given by:

tan 5 = _kl}" — kg eg — ka 612

where coefficients k4, k5 and kg are properly chosen so that
the closed-loop linear system is stable. This control law is
only valid around 842=0 and it is not guaranteed it will
stabilize the mobile robot for other angles 845 in the range
-90° to +90°, where the extreme values correspond to jack-
knife positions. To solve this problem, a rule-based fuzzy
control will be applied: the range of variation of 85 will be
partitioned in three parts and a simple linear controller is
designed for each part. Afterwards, the three controllers are
integrated in a fuzzy-logic approach as a weighted sum of
their outputs (weights given by the membership values of
each partition).

Figure 4 shows the partitions and membership functions of
angle 842 in the range -90° to +90° (Negative Big, Zero,
Positive Big). Membership functions (MF) are described by
the following equations:

Negative Big:
IF -90° = By, =-60° MF=1
IF -600 = 51: = 0O MF = '512/60
IF 0°<<By = 90° MF=0
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Zero:
IF -90° = 8y, =-60° MF=0
IF -60°< 8y, = 0° MF=845/60+1
IF 0°< 8, = 60° MF=-8;5/60+1
IF 60°= 85, = 90° MF=0
Positive Big:
IF -90°= 84, = 0Q° MF =0
IF 0°< 8, =60° MF = 8,/60
IF 60°< 8, = 90° MF=1

042 Membership Functions

Negative Fositive
Big Zero Big
1
08
06
04
02
Q |
-90 -G0 -40 -20 o 20 40 G0 20

Truck-trailer angle 8¢; [deg]

Fig. 4. Partitions and membership functions of
truck-trailer angle &, .

As it was stated, control law (11) is valid when 845 =Zero,

but it does not apply for other linguistic values of 845. Then,
different controllers will be designed for the other two
partitions (Negative Big and Positive Big).

From equation (6), it is noted that there is an inverse
relationship between 8y, and tan(&): if tan(8) increases,
élz decreases and vice versa. Also, it is clear that one of the
positioning control objectives is to keep truck-trailer angle
B4, at small values in order to avoid jack-knife positions. To
do that, the following fuzzy reasoning is applied: if 842 is
Positive Big, 81, should be negative for bringing 8- toward
zero and, to achieve that, tan{&) should be positive.
Similarly, when 845 is Negative Big, 81, should be positive
for bringing 845 toward zero and, to achieve that, tan{Jd)
should be negative. This reasoning is summarized in the
following fuzzy rules:

IF 812 = Positive Big THEN & = &« (positive)
IF 842 = Zero THEN & = Equation (11)
IF 812z = Negative Big THEN & = &, (negative)

It is important to point out that the proposed control strategy
does not only focus on attainment of the desired position but
also on the avoidance of jack-knife positions (angle 842 close
to +90° or -90°). This fuzzy control law was applied to the
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mobile robot in order it attains different desired positions
starting from arbitrary initial positions. Figure 1 and Figure 5
show the trajectories of the mabile robot from two different
initial positions to the goal position x*=80, y*=0, 85=0°,
81,=0° In both cases, the robot is able to asymptotically
achieve the goal position without colliding with obstacles
around. The steering angle & was bounded to the range from

Bimin = -30° t0 e = +30°.
40
301
20
10F
e (I I
Initial Desired
~10F Posmorp Position
-20r ﬁ g
-30r %J
_400 30 40 50 60 70 80

Fig. 5. Trajectory of mobile robot starting from initial
position {x=10, ¥=-20, 8,=-135°, #,,=0°) and
achieving the goal position at y*=0.

The control law (11) can be easily modified to make the
robot achieves other fixed goal positions as follows:

tand —tand* = —k. (y —v*) — k. (8,
kz'[ﬁiz_ E';:j'

_E;}_

where y*, 83 and 87, represent the desired position of the
mobile robot, and &* is the corresponding steering angle. It is
important to coherently set the desired values of y*, 83, 85
and &% to physically realizable values to attain consistent
robot responses. Figure 6 shows the trajectory of the mobile
robot from an arbitrary initial position to goal position
x*=80, y*=20, B5=0° 8;,=0°with &*=0° which represents a
consistent and physically attainable robot position at
convergence.

It is important to note that, since velocity v is constant, when
the robot converges to line y=y* and moves along it toward

the goal position, the value of & equals to v. It is equivalent to

state that coordinate x is proportional to time and behaves as
an independent variable.
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Fig. 6. Trajectory of mobile robot starting from initial
position {x=10, v=0, 8,=-135° 8,,=0°) and achieving the
goal position at y*=20.

3. TRAJECTORY FOLLOWING

The controller given by equation (13) can be applied to the
mobile robot for following any desired trajectory. To do that,
instantaneous proper desired values of y*, 83, 87, and &*
should be determined based on the robot kinematical
equations and the geometry of the desired trajectory. The
desired values will be found using the perpendicular desired
position methodology explained afterwards.

3.1 Perpendicular desired position

In this approach, a perpendicular line is drawn from the
present robot position coordinates {x,v) to the desired
trajectory. The coordinate ¥ of the intersection point
represents the instantaneous desired coordinate ¥*, and the
angle of the tangent to the desired trajectory in the
intersection point represents the desired trailer inclination
angle 83. Using these values, the desired values 87, and &*
can be obtained from the robot kinematical equations and the
desired trajectory equation. It is important to note that the
perpendicular line between the robot present position and the
desired trajectory represents the instantaneous minimum
distance between them. This methodology is applicable when
the computation of the intersection point is not cumbersome
and it is unique. In the following, the methodology will be
explained for linear and circular desired trajectories.

3.1.1 Linear desired trajectory

Figure 7 shows the linear trajectory control problem. Point P
represents the robot instantaneous position given by
coordinates {x,v) and line AB, with inclination angle «,
represents the trajectory to be followed. The equation of line
ABiis:
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vi=ax+b (14)
40 y* B
v 92* =
Axis 012" =
P: Present /{Mobile
Y- position robot
yrpee - i
X P*: Instantaneous
| desired position
A |
40 K !
X . 80

X AXis

Fig. 7. Linear trajectory following. P* represents
the instantaneous desired position for computing
coordinate ¥* and inclination angle g3.

Drawing a perpendicular line from point P to line AB, point
P* is obtained whose coordinate ¥* represents the
instantaneous desired value of robot coordinate y. By
geometrical relationships, the value of ¥* is given by:

ax+a’y+b

Y= ? .............................. (15)

Considering that the tangent to line AB at point P* is the
same line, the desired angle 83 is equal to the line inclination
angle a. Also, considering that truck and trailer should be
aligned to line AB, it is clear that the desired value of truck-
trailer angle 87,=0° and the desired value of steering angle
&*=0°. Figure 8 (a) and (b) show the trajectory of the mobile
robot following a linear trajectory with inclination angle
o=45° given by the equation:

vy =x—40

starting from two different initial positions. In both cases, the
robot asymptotically converges to the desired linear
trajectory without steady-state error which verifies the
effectiveness of the proposed control strategy. Similarly as
the positioning control problem presented in the previous
section, since velocity v is constant, when the robot
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converges to the desired linear trajectory and moves along it,
the value of X equals to ¥ cosa  which is constant. It is

equivalent to state that coordinate x is proportional to time
and behaves as an independent variable.

40

ol (a) '

20¢
10f &

of ﬁ&

o &

20t g % ’

a0 niial
o Position

40 1 1 1

0 10 20 30 40 50 60 70 80

40

30r ®

Initial
20f Position

g

-20r-

-30r-

Fig. 8. Trajectories of mobile robot from two different initial
positions converging into the desired linear trajectory.
Initial position (a) x=15, y=-20, 8,=135°, 8,,=0°

(b) x=15, =10, 8,=135°, &,,=0°

3.1.2. Circular Desired Trajectory

Figure 9 shows the circular trajectory control problem. Point
P represents the robot instantaneous position given by
coordinates (x,v¥) and the circular line represents the
trajectory to be followed. The equation of the circular path
with center C and coordinates {x ~, ¥, and radius R is:

Y=V G -x i+, (-R=rsx
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Fig. 9. Circular trajectory following. P* represents
the instantaneous desired position for computing
coordinate ¥* and inclination angle g3.

Drawing a perpendicular line from point P to the circular
path, point P* is obtained whose coordinate ¥* represents the
instantaneous desired value of robot coordinate y. The
perpendicular line also passes by the center C of the circular
path, and the distance PP* represents the minimum distance
from P to the circular path. By geometrical relationships, the
value of ¥* is given by:

Rly—vc)

*-.-"I (x—xc)? +y—1c)?

yr= —¥, e (18)

The inclination angle 85 of the tangent to the circular
trajectory at point P* represents the desired instantaneous
inclination angle of the trailer and can be determined by
geometrical relationships as:

Xpo—X

5 = tan( ) OO (19)

¥—Y¥c

Differentiating equation (19) with respect to time and
replacing the expressions of & and ¥ given by equations (1)
and (2) the expression of the desired truck-trailer angle 875 is
obtained as:

L
87, = atan( EE} ...................... (20)

It is noted that the value of 85, is constant and does not
depend on robot coordinates or angles. This result is expected
considering the truck and trailer relative position required to
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describe circular trajectories, and it is the same as the result
presented in Michalek et al. (2012).

Finally, considering that 8;,=0 and replacing the values of
B;, and 85, in equation (6), the value of & is obtained
which is also constant as it is expected for circular
trajectories:

Ly

&% = atan( T (21)

N LZ+R2

Figure 10 (a) and (b) show the trajectories of the mobile
robot following a circular trajectory with center in point
(80,-40) and radius R=50, starting from two different initial
positions. In both cases, the robot asymptotically converges
to the desired circular trajectory without steady-state error
which verifies the effectiveness of the proposed control
strategy.
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Fig. 10. Trajectories of mobile robot from two different
initial positions converging into the circular desired
trajectory.
Initial position (a) x=15, v=-30, B,=-45° 8,,=0°

(b) x=25, y=-5, 8,=-135° B,,=0°
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4. EFFECT OF FUZZY PARTITIONS

As it was presented in Section 2, the proposed controller
integrates three partitions of truck-trailer angle 8,5 : Negative
Big, Zero and Positive Big. Considering that the approximate
linearized model of equation (10) is defined for partition Zero
(small values of 844), the range of this partition plays an
important role on the control performance. This effect will be
analyzed through two fuzzy controllers, Fuzzy 1 and Fuzzy 2,
whose partitions and membership functions are shown in
Figure 11: controller Fuzzy 1 with a wider range of partition
Zero and controller Fuzzy 2 with a narrower partition.

012 Membership Functions

Positive
Big

Negative

Big Zero

o
-90 -60

-40 -20 o] 20 40 60 20
Truck-trailer angle 04, [deg]
Fuzzy 1 = ————- Fuzzy 2

Fig. 11. Partitions and membership functions of truck-
trailer angle &, for controllers Fuzzy 1 y Fuzzy 2.

Membership functions (MF) for controller Fuzzy 1 are
described by the following equations:
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Zero:
IF -90° = 8y, =-35° MF=0
IF -35°< 8, = 0° MF=845/35+1
IF 0°< 8, = 35° MF=-8;5/35+1
IF 35°= 8, = 90° MF=0
Positive Big:
IF -90°= 84, = 0Q° MF =0
IF 0°< @y, =35° MF = 84/35
IF 35°<C @8y, =90° MF=1

Figure 12 shows the trajectory of the mobile robot for both
controllers starting from the same initial position and moving
toward the same fixed desired position. Although both
controllers are able to conduct the mobile robot to the goal
position, the robot with controller Fuzzy 1 converges faster to
the desired coordinate ¥*=0 and describes a trajectory with
smaller turning radius. These results are explained by the fact
that extreme partitions Negative Big and Positive Big, having
lower membership values in controller Fuzzy 1, impose
lesser restrictions on truck-trailer angle 845, which results in
higher values but without reaching unwanted jack-knife
positions.

Figure 13 shows the time response of truck inclination angle
84, trailer inclination angle 8, truck-trailer angle 8,5, and
steering angle & corresponding to the trajectories showed in
Figure 12. It is noted that the response for controller Fuzzy 1
converges faster than controller Fuzzy 2 at the expense of
higher values of truck-trailer angle 8- and steering angle &.
In both cases jack-knife positions are avoided. From these
results it is concluded that smaller ranges of the central
partition Zero result in lower values of angle 845. These
results validate the coherence of the proposed control
strategy.

40

3 L

2 L

5\
P 2

Jum

1 L

o

Initial
posmon

Negative Big:
IF -90° = 512 =-80° MF=1
IF -80° = Bl: = Q° MF = '512 /80
IF 0°= Bl: = 90° MF=0
Zero:
IF -90° = Blﬂ =-80° MF=0
IF -80° = 512 = 0 MF = 512/80+1
IF 0°= Bl: = 80° MF:'512/80+ 1
IF 80°= Bl: = 90° MF=0
Positive Big:
IF 90°=8y5, = 0° MF=0
IF 0°= 51: = 80° MF:E:L:/SO
IF 80°< By, =90° MF=1

Membership functions (MF) for controller Fuzzy 2 are
described by the following equations:

Negative Big:
IF -90° = By, =-35° MF=1
IF -350 = 51: = 0O MF = '512/35
IF 0°< By = 90° MF=0

Desired
-10F position
20F
-30-
-40 ! ! ! ; y ' '

0 10 20 30 40 50 60 70 80

Fig. 12. Trajectories of mobile robot with controllers Fuzzyl
and Fuzzy 2 starting from the same initial position
x=10, y=20, 8,=90°, 8,,=0°
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Fig. 13. Time response of truck inclination angle
g,, trailer inclination angle &, truck-trailer angle
B,; and steering angle & for controllers Fuzzy 1
and Fuzzy 2.

5. CONCLUSIONS

The kinematical model and nonholonomic constraints of
truck-trailer mobile robots have been derived and analyzed. A
novel control strategy integrating linear controllers in a fuzzy
logic approach has been proposed, assuring the robot achieve
goal positions avoiding jack-knifing. The effectiveness of the
trajectory following control strategies have been verified for
linear and circular trajectories where the mobile robot
converges to the desired trajectories with bounded values of
the steering angle. The effect of the size of truck-trailer angle
partitions in fuzzy control was analyzed and it was found that
a wider range of the central partition results in faster
convergence of the mobile robot at the expense of higher
values of truck-trailer angle 842 and steering angle &. One of
the main attributes of the proposed control strategy is the
easy incorporation of jack-knife avoidance into the controller
designing process.
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Abstract: In this paper a sliding-mode observer for linear time-invariant systems is proposed.
The observer is based on integral sliding modes and the equivalent control method. In order
to induce a sliding mode in the output error, a second order sliding mode algorithm is used.
Convergence proofs of the proposed observer are presented. In order to expose the features of this
proposal, a design example over a DC motor model is exposed, noiseless and noisy measurements
cases are considered. For this case, the simulation shows the high performance of the integral

observer.

Keywords: Integral Controllers, Linear Systems, Sliding-Mode Control, State Observers.

1. INTRODUCTION

A large amount of controller design methods are developed
under the assumption that the state vector is available.
However, the state vector can not always be completely
measured, but a part of it (Luenberger, 1964). This is due
to several reasons, such as there are no on-line sensors
for some variables, sometimes it is impossible to install
sensors due to hostile environments and some sensors are
very expensive or with poor accuracy.

The state observers have taken place as a solution to this
issues. The purpose of a state observer is to estimate
the unmeasured state variables based on the measured
inputs and outputs. Often, an observer is a replica of
the original system mathematical model plus a correction
signal depending on the difference between the system
measured variables and the observer outputs (Luenberger,
1964; Walcott et al., 1987; Kalman, 1960; Kalman and
Bucy, 1961).

Several state observers for linear systems have been
proposed. A first approach is the Luenberger observer.
Here, the observation problem is treated for the case
when the system is completely deterministic (no statistical
processes are involved) (Luenberger, 1964). When the
output measurements are corrupted by zero mean,
uncorrelated and white noise, the well-known Kalman
Filter provides the optimal solution, once the statistical
properties of noise are known (Kalman, 1960; Kalman and
Bucy, 1961).

As alternative, an important class of state observers are
the sliding mode observers (SMO) which have the main
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features of the sliding mode (SM) algorithms (Utkin,
1992). Those algorithms, are proposed with the idea to
drive the dynamics of a system to an sliding manifold,
that is an integral manifold with finite reaching time
(Drakunov and Utkin, 1992), exhibiting very interesting
features such as work with reduced observation error
dynamics, the possibility of obtain a step by step design,
robustness and insensitivity under parameter variations
and external disturbances, and finite time stability (Utkin,
1992). In addition, some SMO have attractive properties
similar to those of the Kalman filter (i.e. noise resilience)
but with simpler implementation (Drakunov, 1983).
Sometimes this design can be performed by applying the
equivalent control method (Drakunov, 1992; Drakunov
and Utkin, 1995), allowing the proposal of robust to
noise observers, since the equivalent control is slightly
affected by noisy measurements. On the other hand, a
common and effective approach to sliding mode control
is the integral SM (Matthews and DeCarlo, 1988; Utkin
and Shi, 1996; Fridman et al., 2006; Galvan-Guerra and
Fridman, 2013). Here, it is designed an sliding manifold
such that the sliding motion has the same dimension
that the original system but without the influence of
the matched disturbances. Those disturbances belong to
the span of the control function and are rejected for the
equivalent control obtained from induce the integral SM
(Drazenovié¢, 1969). In order to propose that manifold,
integral SM terms are designed based on the nominal
system. When the system initial conditions are known, this
control algorithm can be proposed with the aim to force
the system trajectory starting from the sliding manifold,
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eliminating the reaching phase and ensuring robustness
from the initial time.

Consequently, in this paper an integral sliding mode-
based observer for linear systems is proposed. The observer
structure is similar to the observer presented on Drakunov
(1992), but using integral SM. In addition, a step by step
design of the proposed observer is provided along with a
design example over a DC motor model.

The following sections are organized as follows: Section 2
presents the preliminaries for the observer. In Section 3,
the integral SM observer is presented. A design example
is analyzed in Section 4. In Section 5 the simulation
results are shown. Finally, the conclusions of this paper
are presented in Section 6.

2. MATHEMATICAL PRELIMINARIES

This section presents the previous results needed for the
proposed observer.

2.1 The Super-Tuwisting Algorithm

Consider the first order perturbed system
é =-u-+ Aa (1)
where £, A, u € R.

The super-twisting controller v = ST (£) (Levant, 1993),
is defined as

ST(€) = ar [¢]? sign(€) + w )

W = agsign(§),

with sign(z) = 1 for > 0, sign(z) = —1 for < 0 and
sign(0) € {—1,1}.

For the system (1), the controller (2) is applied, yielding
the closed loop system:

é = —Q1 |§‘§ Slgl’l(f) +q (3)
G = —assign(§) + A,
where ¢ = w + A.

Assuming that ’A‘ < 6, the super-twisting gains are

selected as: a7 = 1.56% and ag = 1.16. Therefore, a sliding
mode is induced on the manifold (£, ¢) = (0,0) in a finite-
time t; > 0 (Moreno and Osorio, 2008). Thus, from (3),
the term w in (2) becomes equal to —A.

Now, consider

[51 sp]TaA = [Al Ap]Ta S
RP. Assuming HAH < 4, it can be shown that ‘Az) <
d; Vi € 1,...,p. In this case, define u = ST(§) =

[ST (&) ... ST(&)] and note that this multi-variable
case is simply the same as having p (1)-like scalar systems.

the multi-variable case, with ¢

w = [ug ... upyT

2.2 Linear Systems

Consider the following time-invariant linear system
represented by the following state space equation:
& = Az + Bu

y = Cu, (4)
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where x € R™ is the state vector, u € R™ is the
input vector, y € RF is the output vector, A € R"*"
is the transition matrix, B € R"™ ™ is the input-state
distribution matrix and C € R¥*™ is the output matrix,
which will be assumed to have full row rank so the
measured outputs are independent. Additionally, it will
be assumed that the pair (A4, C) is observable.

This paper deals with the case when the measured output
is a part of the state. In this case, the system (4) can be
rewritten as:
= Anwy + Az + Biu
T9 = Ag1x1 + Asaxo + Bou (5)
Yy =,

where A;; € kak’ Ay € ka(n—/’c)7 Ay € R(n—k)xk’
Agy € RRX(=k) By e REXm B, ¢ RO=Fxm gre
partitions of the matrices A and B, such that:

| A1 Ao 1B,
A_[Azl A22}’B_[32]’

y = 1 € RF is the measured part of the state vector and
z3 € R("F) is the unmeasured part of the state vector.

Many linear systems can be directly expressed in the form
described by (5) (i.e., the measured output is a part of the
state vector). If not, under the assumption that C is full
rank, there is always a linear transformation which allows
to express the system (4) in the form (5), as described in
(Utkin, 1992). For instance, assuming the output vector y
may be represented as:

To € R(nik),

y=Kix1+ Koz, = = [1?1 JZQ]T, xr1 € Rk,

consider a coordinate transformation z — Tz associated
with the invertible matrix

_ | KL K3
r=[5 ]

Applying the change of coordinates x — Tx, the triplet
(A, B, C) has the form:

1 _ All A12 _ Bl -1 __
TAT~ {Am AQJ , TB = {BJ , CT ' =[I, 0].

3. INTEGRAL SLIDING MODE OBSERVER
3.1 Observer Scheme

Based on (5), the following state observer is proposed:
21 = Api#y + Arads + Bru+ v + v1
o = Aoi#1 + Asads + Bou+ Lo
= L, (6)
=S8T{o}

U:.’Z'1+Z7

where %7 and 5 are the estimates of x; and o,
respectively; 1 = x1 — 21 is the estimation error variable;
vo € R*¥ and v; € RF are the observer input injections;
o € R¥ is the sliding variable and z € R” is an integral
variable to be defined thereafter. Finally, L; € R¥** and
Ly € R("F)XE are the observer gains.
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3.2 Convergence Analysis

Define the estimation error variable Zo = x5 — Z. From
(5) and (6), it follows

Z1 = A1 + A122%2 —vg — 1

(7)

572 = Agli’l + Aggi‘g - LQUl.

First, note that the o-dynamics are given by:
b= +%
= All-%l + Alg"gg — Vo — V1 —+ z.

®)

Define now Z = —A11%1 + vg, then
o= Algfg — V1. (9)

The term A12T9 is assumed to be an unknown disturbance
but with bounded time derivative, with H% [Algig]H <é
and § > 0 is a known positive constant. Then, since
v = ST{o}, it follows that (o(t),q) = (0,0) Vt > t,,
with q=w — A12i'2.
From the above analysis and (9), it follows that the
equivalent control of v; (Utkin, 1992) is
{v1}eq = A1222,

which implies that the motion of the system (7)
constrained to the sliding manifold (o, ¢) = (0,0) is given
by:

i1 = (A1 — Lily) &,

. N _ (10)
Zo = Ao1T1 + (Age — LaA12) &2

where I}, € R¥** is the k-order identity matrix. Hence, the
system (10) associated eigenvalues are given by

My — (A1 — L1 1) 0
— Ao My — (Aga — LaA12)

det [)\Ik — (All — Lllk)] det [)\Infk — (A22 — L2A12)] .

det

Since the pair (A11, [g) is always observable, it is possible
to choose the gain L so the matrix Ay, — Ly I be Hurwitz.
On the other hand, since the pair (A, C') was assumed to
be observable, it can be shown that the pair (Ags, A12) is
also observable (Drakunov and Utkin, 1995; Shtessel et al.,
2013). Then, the gain Lo can be chosen so the matrix
A22 — L2A12 be Hurwitz. HQHCG, Lil,i?z —0ast — o0,
and the convergence analysis is completed.

Remark 3.1. It is important to note that, with the
proposed observer scheme (6), the dynamic behavior of the

estimation blocks Z; and Zs can be tuned independently
(see (10)).

4. DESIGN EXAMPLE

To verify the proposed observer performance, it will be
applied to the following DC motor model (Utkin and Shi,
1996):

—R A 1

1= LZ Lw+LV

wZEi—ﬁw (11)
J J

y=1
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where ¢ is armature current, V is terminal voltage, w
is shaft speed, R is armature resistance, L is armature
inductance, J is moment of inertia of the rotor, b is motor
viscous friction constant and A is back-EMF constant.
Finally the measurable output of system is the armature
current .

Note that the DC motor model (1
i:xlzyandw:xg;An_—f Ag = — 7
and A9y = —%; B = % and By = 0. Then, the integral
SMO is given by (6), with 2 = —A11%1 + vg.

) has the form (5), with
— I A21 =&

The simulation results for this design example are shown
in the next section.

5. SIMULATION RESULTS

All simulations presented here were conducted using the
Euler integration method with a fundamental step size
of 1 x 1072 [s]. The DC Motor parameters are shown in
Table 1 (Utkin et al., 1999).

Table 1. Nominal Parameters of the DC motor

model (11).

Parameter  Values Unit
L 0.001 \%
R 0.5 Q
A 0.001 V-s-rad”?
b 0.001 N-m-s-rad”?!
k 0.008 N-m-A—1
J 0.001 kg - m?

The initial conditions for the system (11) were selected as:
i(0) = 31.5A and w(0) = 250rad/s; furthermore, for the
designed observer in the form (6), the initial conditions
were chosen as: 1(0) = 25.2A, &(0) = 200rad/s, z(0) =
0 and w(0) = 0. In addition, applying super twisting
algorithm (2), the parameter values for the observer were
adjusted as: Ly =2 x 1074, Ly = —0.01, oy = 4.7434 and
g = 11.

This section is divided into two parts. In the first part,
there is assumed that the current measurements are
noiseless; in the second part instead, there is included a
normally distributed random signal as measurement noise
in the current. The applied voltage V is a DC source, with
a magnitude of 16 V, which is suddenly reduced to 15 V
at t = 25 [s].

5.1 Noiseless Measurements

In this subsection, there is assumed no noise in the current
measurements. The following results were obtained:
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Figure 2. Shaft speed (w) (actual and estimated).

Fig. 1 and Fig. 2 show the comparison between the actual
and estimated variables corresponding to the armature
current i and shaft speed w respectively, for noiseless
measurements.

5.2 Noisy Measurements

In this subsection, it is assumed that the current
measurements were corrupted by a normally distributed
random signal with zero mean and a variance of 10. This
assumed variance corresponds to a current sensor with an
accuracy of +£9.5 A. This large variance was assumed to see
significant variations in the simulation due to the noise and
verify the filtering capabilities of the proposed observer.
The following results were obtained:
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Fig. 3 and Fig. 4 show the comparison between the
actual and estimated wvariables corresponding to the
armature current ¢ and shaft speed w respectively, for noisy
measurements.

Based on the presented figures, it can be observed a
good performance of the proposed observer. Under noisy
conditions the armature current estimation 7 is much
closer to its actual value than its measurement (Fig 3).
In addition, a correct estimation of w using the integral
sliding mode observer is achieved (Figs. 2, 4) making
the proposed observer suitable for observer-based control
applications.

6. CONCLUSION

In this paper an integral sliding mode observer for linear
time-invariant systems is proposed. The convergence of the
estimation errors to zero for the proposed observer was
proved. A step by step design of the proposed observer
was provided along with a design example over a DC motor
model. The simulation results of the example shown the
filtering capabilities of the proposed observer.
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Resumen: En este articulo se propone un algoritmo numérico para la construccién de matrices
de Lyapunov de sistemas integrales con un retardo. Copyright (©2016 IFAC

Palabras clave: Sistemas integrales con retardo, Funcionales de Lyapunov-Krasovskii, Matrices

de Lyapunov.

1. INTRODUCCION

Recientemente en Melchor-Aguilar et al. (2010), se han
introducido los teoremas directo y converso de Lyapunov-
Krasovskii para la estabilidad exponencial de sistemas in-
tegrales con retardo. En el mismo articulo se ha mostrado
que se requiere un nuevo tipo de funcionales de Lya-
punov con el fin de abordar adecuadamente la dinamica
de dicha clase de sistemas. Se proporcionan expresiones
generales de funcionales de Lyapunov-Krasovskii del tipo
cuadratica satisfaciendo una derivada preestablecida. Es-
tas funcionales estdan definidas por funciones matriciales
especiales las cuales son el equivalente a las matrices de
Lyapunov que aparecen en el calculo de las funcionales de
Lyapunov-Krasovskii de tipo completo para sistemas difer-
enciales con retardo Kharitonov and Zhabko (2003); por
lo tanto, es natural llamar a dichas funciones matriciales
como Matrices de Lyapunov para sistemas integrales con
retardo y a las funcionales correspondientes Funcionales
de Lyapunov-Krasovskii de tipo completo para sistemas
integrales con retardo.

Al igual que el caso diferencial con retardos, el célculo de
la matriz de Lyapunov desempena un rol importante en
el uso de las funcionales de Lyapunov-Krasovskii de tipo
completo para resolver problemas tales como el cédlculo
de cotas de robustez y estimados exponenciales para la
solucién de sistemas integrales con retardo exponencial-
mente estables, ver Melchor-Aguilar et al. (2010).

Sin embargo, de acuerdo a nuestro conocimiento, no se han
propuesto en la literatura procedimientos computacionales
para calcular las matrices de Lyapunov de los sistemas
integrales con retardo a diferencia de los sistemas diferen-
ciales con retardo para los cuales existen distintos métodos
semi-analiticos y/o numéricos para el célculo de la matriz
de Lyapunov, ver el libro reciente Kharitonov (2013) para
una descripciéon completa de dichos métodos.

La falta de algoritmos numéricos para calcular las matrices
de Lyapunov de los sistemas integrales con retardo ha
limitado la aplicacién de las funcionales de tipo completo
pero, al mismo tiempo, ha motivado la construcciéon de
funcionales de tipo reducido para obtener condiciones de
estabilidad y estabilidad robusta formuladas directamente
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en términos de los coeficientes de los sistemas integrales
con retardo expresadas como desigualdades matriciales lin-
eales, véase, por ejemplo, Melchor-Aguilar (2010), Mondié
and Melchor-Aguilar (2012) y Melchor-Aguilar (2014).

En este articulo, se presenta un esquema numérico para
calcular aproximaciones lineales a pedazos de matrices de
Lyapunov de sistemas integrales con un retardo y un kernel
matricial constante.

Es importante resaltar que los métodos existentes para
calcular matrices de Lyapunov de sistemas diferenciales
con retardo no pueden ser aplicados directamente al caso
de los sistemas integrales con retardo. Mds ain, resulta que
las ideas principales detras del procedimiento numérico
propuesto en Garcia-Lozano and Kharitonov (2006) para
sistemas diferenciales con retardo no proveen una solucién
al problema del calculo de matrices de Lyapunov incluso
para el caso mas sencillo de sistemas integrales escalares
con retardo.

La parte restante del articulo esta organizada de la manera
siguiente. En la seccién 2 se presentan algunos prelim-
inares. Se introducen las funcionales y matrices de Lya-
punov para sistemas integrales con retardo. La seccién 3
estd dedicada a mostrar que el método numérico propuesto
en Garcia-Lozano and Kharitonov (2006) para sistemas
diferenciales con retardo no permite el cdlculo de matrices
de Lyapunov para sistemas integrales con retardo. El al-
goritmo numérico para calcular aproximaciones lineales a
pedazos continuas de matrices de Lyapunov para sistemas
integrales con retardo estd dado en la seccién 4. Un ejemplo
ilustrando el algoritmo se proporciona en la seccién 5 y el
articulo finaliza con algunas conclusiones.

2. PRELIMINARES

Considerar el sistema integral con retardo

:F/_hx(t—i—Q)dé?, (1)

donde F' € R™ y h > 0. Para definir una solucién particular
de (1) una funcién inicial vectorial ¢ (0),60 € [—h,0) debe
ser dada. Se supone que ¢ € PC ([—h,0),R"), el espacio
de las funciones acotadas y continuas a pedazos que
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mapean el intervalo [—h, 0) a R", equipado con la norma
de convergencia uniforme [|¢l|,, = supge(_p,0) l9(0)]] -

Dada una funcién inicial ¢ € PC ([—h,0),R"), existe una
solucién tnica z(t, p) de (1) la cual estd definida para todo
t € [—h,00) Melchor-Aguilar et al. (2010). Esta solucién
es continua para todo t > 0 y en ¢ = 0 presenta una
discontinuidad de tipo salto dada por

Al‘(o, 90) = x(O, 90) - x(_ov 90)

=F </_Oh w(e)da) — o(—0).

Definicidn 1. Melchor-Aguilar et al. (2010) El sistema (1)
se dice ser exponencialmente estable si existen constantes
w>1y a> 0 tales que toda solucién de (1) satisface la
desigualdad

et @)l < pe™ el , Vvt >0.

Para presentar las condiciones de Lyapunov-Krasovskii
para la estabilidad exponencial de (1) dadas en Melchor-
Aguilar et al. (2010) se introducird un poco de termi-
nologia. Como es habitual, se define el estado natural de
(1) por

.It(e,@) £ Z‘(t + 9a¢)7 XS [_h70) .

Debido a la discontinuidad de tipo salto de la solucion
en t = 0, se sigue que z;(0,¢) € PC([—h,0),R™) para
t € 0, h) mientras que (9 p) € C([— . ,0),R™) para
t > h. Como consecuencia de ello, en el enfoque de
Lyapunov-Krasovskii, las funcionales deben estar definidas
en el espacio infinito dimensional PC ([—h,0) ,R™).

Por simplicidad de la notacidn, se escribe z;(¢) en lugar de
x1(0,9), 6 € [—h,0). Asimismo, cuando la funcién inicial
es irrelevante en el contexto, simplemente se escribe x(t)
y @ en lugar de z(t, ) y z¢(p).

Teorema 2. Melchor-Aguilar et al. (2010) El sistema (1) es
exponencialmente estable si existe una funcional continua
v : PC([-h,0),R™) — R tal que t — v(z:(p)) es
diferenciable y se cumplen las condiciones siguientes:

0 2
a1 [2, lp@)]P do < v(g) < az [2, [lp(0)]| b, para
constantes 0<a; < ag,

(2) Lo(z(p)) < -8 [° pllz(t+0, ©)||? d9, para una con-
stante 8 > 0.

Sea K (t) la solucién de la ecuacién matricial

K(t) = (/_Ohl((t + 9)d9> F

con funcién inicial K(t) = —Ky, t € [—h,0), donde
Ko = (I—hF)™". La matriz K(t) se conoce como la

matriz fundamental del sistema (1), ver Melchor-Aguilar
et al. (2010).

Suponga que (1) es exponencialmente estable. Dada W =
WT se define la matriz

T)é/ooKT(t)WK(tJrT)dt, €[-h,n]. (2
0

Note que la estabilidad exponencial del sistema (1) garan-
tiza la existencia de la integral impropia en (2).

Definicién 3. La matriz (2) es la matriz de Lyapunov del
sistema (1) asociada a la matriz W.
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Observacion 4. La matriz fundamental K (¢) presenta una
discontinuidad de tipo salto en ¢ = 0 dada por

AK(0) 2 K(0) — K(—0) = I — Ko — (—Kp) = 1.

Por otro lado, la matriz de Lyapunov U(7) es continua
para todo T € [—h, h].

También se ha demostrado un enunciado converso al Teo-
rema 2 en Melchor-Aguilar et al. (2010). De manera més
precisa, bajo la suposicion de la estabilidad exponencial de
(1) y definiendo en PC ([—h,0) ,R™) la funcional

w(ip) = T (—h)Wop(—h) + / T OWip(0)d.

donde Wy y W; son matrices definidas positivas, la fun-
cional de tipo completo correspondiente
T 0

o(zy) = <F/Ohx(t+0)d0> U(0) (F/h

T L0

9 (F/Ohx(t+9)d0) [h

+ /Oh ot 4 0,)FT </0 U6y — ) Fx(t + 02)d92) db,

h

a(t + 9)d0>

U(—h — 0)Fx(t + 6)do

‘/0 T(t+00)FTKg W

0 01—02

x [/h </h 02
+/° 2Tt 4 0) [Wo + (04 h) W) a(t +0)d6,  (3)

h

donde U(-) es la matriz de Lyapunov del sistema (1)
asociada con la matriz W = W, + hW;, satisface la
ecuacion

(§)d§> Fx(t+ ez)cwg] 6

iv(xt) = —w(xs), t>0.

dt
Se muestra en Melchor-Aguilar et al. (2010) que si el sis-
tema (1) es exponencialmente estable entonces la funcional
(3) satisface las condiciones del Teorema 2.

Se sigue de (3) que el cdlculo de la matriz U(7) es
fundamental para construir la funcional v(z;). En Melchor-
Aguilar et al. (2010) se demostré que U(7) satisface las
propiedades siguientes.

Lema 5. Lamatriz de Lyapunov U (7) satisface la ecuacién
dindmica

wo=(/,

Lema 6. Sea W = WT. Entonces la matriz de Lyapunov
U(r) satisface

U(r + 9)d9> F T>0.  (4)

Ulr) = KOTW/OTK(f)dg—i—UT(—T), cl0.h. (5

Lema 7. La matriz de Lyapunov U(r) satisface

[U(0)F — U(—=h)F]"
+[U(0)F — U(=h)F]. (6)

~K(0)WK(0) =

Las condiciones (4), (5) y (6) son llamadas respectiva-
mente la propiedad dindmica, la propiedad de simetria y
la propiedad algebraica. Claramente, estas tres propiedades
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proveen una alternativa més practica de calcular la matriz
de Lyapunov que la integral impropia definida en (2).

La propiedad dindmica define U(7) como una solucién
de la ecuacién (4). Para calcular dicha solucién se nece-
sita conocer su correspondiente funcién inicial. La funcién
inicial no esta dada explicitamente. Por otro lado, la
propiedad de simetrfa (5) junto con la propiedad alge-
braica (6) proveen informacién implicita de la funcién
inicial desconocida.

Como se mencioné en la introduccién, existen algunos
métodos para calcular matrices de Lyapunov de sistemas
diferenciales con retardo Kharitonov (2013) pero, sin em-
bargo, no pueden ser aplicados directamente al cédlculo
de matrices de Lyapunov de sistemas integrales con re-
tardo. El problema principal es que para aplicar dichos
métodos se necesita derivar la ecuacién dindmica (1) y
esto dard lugar a una ecuaciéon matricial diferencial con
retardo inestable, ver Melchor-Aguilar et al. (2010) para
mas detalles.

Por otro lado, parece natural analizar la posibilidad de
aplicar, no los métodos para sistemas diferenciales, pero
si las ideas principales detras de ellos al caso de los sis-
temas integrales con retardo. Asi, en la siguiente seccidn,
se aplicaran las ideas principales en Garcia-Lozano and
Kharitonov (2006) para la construccién numérica de ma-
trices de Lyapunov para sistemas integrales con retardo.

3. APLICACION DEL METODO NUMERICO DE
SISTEMAS DIFERENCIALES CON RETARDO

Siguiendo las ideas expuestas en Garcia-Lozano and
Kharitonov (2006) definimos la funcién matricial ® (7),
7 € [—h,0], como la funcién inicial desconocida para
la ecuacién dindmica (4) y dividimos el intervalo [—h, 0]
en N segmentos de la misma longitud [—(j + 1)r, —jr]

h
j=0,1,2,...,N — 1, donde r = —.
2] )y S ) , donde r N

Ahora, introducimos N + 1 matrices desconocidas ®; =
®(—jr), j = 0,1,2,...,N, y definimos la aproximacién
lineal a pedazos continua de la funcién inicial ®(7) como

sigue:

- s+ gr

b6 = (14 2oy (< e, @
donde s € [-(j + 1)r,—jr], 5=0,1,2,...,N — 1.

Sea U(71) = U(7,®) la solucién de (4) correspondiente a
la funcién inicial ®. Note que para la construccién de la
funcional (3), U(7) solamente se necesita conocer para los
valores de 7 € [0, h]. En consecuencia, también dividimos
el intervalo [0,h] en N segmentos de la misma longitud
[ir,(j + D], j = 0,1,2,...,N — 1, introducimos N + 1
matrices desconocidas U; = U(jr), j = 0,1,2,...,N, y
definimos la aproximacién lineal a pedazos de U(7) como

sigue:
U(s) = (1 - 8;”) U; + (s_rjr> Ui, (8)

donde s € [jr,(j+ 1)r],j=0,1,2,--- /N —1.

s+ gr

Para 7 = jr se tiene

UGr) = (/_Oh U (jr +6) d0> F
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Entonces, de acuerdo con el método en Garcia-Lozano and
Kharitonov (2006), se comparan U (jr) y U((j + 1)r) para
obtener

Ujr —

Uy =U((G+1)r) = U(jr)

= (/O (UGr+60) —d((j — N)r—i—@))d&) F

Sustituyendo las matrices U (jr+6) y ®((j — N)r+6) bajo
la integral por sus aproximaciones lineales a pedazos (8) y
(7) y usando la propiedad de simetria (5) en los puntos de
la particién

Uj=®] + KgWV;, j=0,1,...,N, (9)

Jr
v, = /0 K (€)d,

se llega al conjunto de N ecuaciones lineales expresadas en
términos de las matrices desconocidas ®;, j =0,1,..., N—
1 siguiente:

donde
(10)

T
(o) a7+ (1) oS ons

+On 1) F = KEW (Visr = Vs = 5 (Vi + Visr) i)
Agregando a este conjunto la ecuacién algebralca (6) en
los puntos de la particion

(D9 — By) F+ FT (B9 — @y)" = —KT(0)WK(0) (12)

se llega a un sistema de N + 1 ecuaciones matriciales para
N + 1 matrices desconocidas ®;, j =0,1,..., V.

En principio, la solucién del sistema de ecuaciones (11)-
(12) proporciona las matrices ®; y la formula (7) da la
aproximacion deseada de la funcién inicial.

Considere el caso escalar y dos particiones del intervalo
[~h,0], es decir. F € Ry N =21lo que lleva a r = % En
este caso, el sistema lineal de ecuaciones (11)-(12) puede
ser escrito como AX = B, donde

T T
' 1) -1 -Ip
(2 + 2

A= gp 1(2_1), = [Bo By D",
2F 0 —2F

KW (V1 - gvlF)

KoW (Vi =Va) = 5 (Vi +12) F)
0

Se tiene que
det(A) = —rF? —2F —rF? + 2F + rF? + 7F? =0

lo cual implica que la matriz A es singular para todos los
valores de F € Ry h > 0.

Se sigue que el sistema de ecuaciones (11)-(12) no es
consistente ya que no hay una solucién tnica de AX = B
y, por lo tanto, la metodologia expuesta en Garcia-Lozano
and Kharitonov (2006) para sistemas diferenciales con
retardo no provee una soluciéon apropiada al problema del
calculo de matrices de Lyapunov para sistemas integrales
con retardo.
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4. APROXIMACION LINEAL A PEDAZOS

El andlisis en la seccién 3 muestra que se requiere un nuevo
método para calcular soluciones de la ecuaciéon dindmica
(4), satisfaciendo las condiciones (5) y (6) para calcular
matrices de Lyapunov de sistemas integrales con retardo.
En esta seccién, se propone dicho método.

4.1 Funcidn inicial aprorimada

Considerar las mismas particiones de los intervalos [—h, 0]
y [0,h] en N segmentos iguales definidos en la seccién 3
y las aproximaciones lineales a pedazos continuas de la

funcién inicial ®(s) y la matriz U(s) definidas respectiva-
mente por (7) y (8).

Ahora, para 7 = jr se obtiene

Uum::(KiUur+9yw>F::(AiNVU@ym)F

Dado que (j — N)r <0,j=0,1,...,
la, ecuacién anterior como

/0
(G-

Considerar el término m; en (13). Reescribiendo la inte-
gral en suma de integrales en intervalos de longitud r y

sustituyendo ®(&) por su aproximacién @({) se obtiene

N, se puede escribir

U(jr) = .

¢5m5+/WU@mg F. (13)
N

m; J

(N—j—k=1)r

j—1 _(N—j—
m; = (I)gdfv]:()v]-av
! Z ~/—(N—j—7€)7' ©

1y =0,

N -1,

donde 177; denota la aproximacién del término m;.

Sustituyendo ®(¢) en la integral del lado derecho de la
expresién para 1; por su aproximacién lineal a pedazos
(7), un término de la integral satisface

—(N—j—k=1)r _
/ ( B(€)de =

—(N—j—k)r
[(1+£+(N—j—k—1y>

(N—j—k—1)r
k= 1)r

B /—(N—j—k)v"
) @N_j_k} dé.
r

+ (N
XON_j p-1+ <_§ (

Calculos directos de la ecuacién anterior conducen a

SN

k=0

1

(PN—j—k—1 +PN_jk),j=0,1,--- N -1,

Considerar el término n; en (13). De manera similar, ree-
scribiendo la integral como suma de integrales en intervalos
de longitud r y sustituyendo U(&) por su aproximacién

U(€) se obtiene
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(G=k)r

j—k—1)r
ng =0
donde 7n; denota la aproximacién de n;.

Sustituyendo U(€) en la integral del lado derecho de la
expresién para f; por su aproximaciéon lineal a pedazos
(7), un término de la integral satisface

(G=K)r
/ 0(6)de =
(G—k—1)r
(J k)r L
( U—k=Dr )Uj—k—1+
j k—1)r

ey e

Mediante célculos directos se obtiene

j—1

A~ 71 y

nj:§§ Uik +Ujx), j=1,---,N, (15)
k=0

fip = 0.

Ahora, notar que si IV es suficientemente grande entonces
de (13) se sigue que

Uj = (mj+7;)F, j=0,1,...,N
A partir de esta expresién, (14), (15) y la propiedad de
simetria en los puntos de la particién (9) se llega a las
ecuaciones matriciales siguientes:

e Para j =0
, Noitt
®o — 5 ;;) (PN—j—k—1+ Pn_j—r) F =0.(16)

e Paraj=1,2,--- / N—1

J
Z (PN—jotk—1 + PN—ji) +

j—1

+X (@ + 07| F =

k=0
r i

= KgW (Zkzowj-k-l +Vj k) F = Vj> L(17)

e Paraj=N
rid
T T T
Py — B kz—o (@1 +@j_y) F =

j—1
)
= K{W <2 > (Vimtos 4 Vioa) F o VN> 18)

Notar que las ecuaciones (16)-(18) describen un sistema
de N + 1 ecuaciones matriciales para N + 1 matrices
incégnitas ®;, 7 = 0,1,--- , N. La solucién de este sistema
de ecuaciones provee las matrices ®;,j = 0,1,2,...,Nyla
formula (7) permite el calculo de la aproximacién deseada
de la funcién inicial matricial.

A fin de mostrar que el sistema de ecuaciones matriciales
(16)-(18) no presenta el mismo problema inconsistente
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del sistema de ecuaciones matriciales (11)-(12) obtenido
siguiendo las ideas del método en Garcia-Lozano and
Kharitonov (2006) considerar de nuevo el caso escalar
cuando FF € R y N = 2. En este caso, el sistema de

ecuaciones (16)-(18) se pueden escribir como AX = B,
donde

_(1 ~LF) —rF  —IF
) 2 2 .,
A=| —rF (1-rF) 0 ;X =[P O Py

T T
BN ES
[ 0
”

o] eoy)

KW (52Vi+ Va) F) = Va

Se tiene que det(A) = —2Fr + 1. Luego entonces, se 81g‘ue
1 —

que el tinico caso cuando A es singular es F = 5 = h.

Se ha mostrado en Kharitonov and Melchor-Aguilar (2000)
que el sistema integral escalar con retardo es exponen—
cialmente estable si y solo si F' < 1 y que F = E es
la frontera de la region de estabilidad En consecuencia,
para este caso, el sistema de ecuaciones (16)-(18) provee
solucién para todos los sistemas integrales escalares con
retardo exponencialmente estables.

Observacion 8. Notar que el sistema de ecuaciones ma-
triciales (16)-(18) estd bien definido sin involucrar la
propiedad algebraica (6) a diferencia del método propuesto
en Garcia-Lozano and Kharitonov (2006) el cual requiere
la correspondiente propiedad algebraica para matrices de
Lyapunov de sistemas diferenciales con retardo.

4.2 Forma vectorial

Para encontrar una solucién del sistema de ecuaciones
(16)-(18) es conveniente escribirlo en forma vectorial por

medio de la operacién vector vec(Q) = ¢, donde ¢ € R
se obtiene apilando las columnas de @ € R™*™,

AXB es vec(C)

La vectorizacion de la matriz C =

(A ® B)vec(X), donde
A® B = . . .
binA bagA o+ bunA

es el producto de Kronecker de las matrices A y B. Por
otro lado, la vectorizacién de la matriz D = AXTB es

vec(D) = (Ao B)vece(X), donde A o B estd definida por
ABY A,BT ... A,BT
AyBY A,BY ... A, BT
AoB= . . . y
AyBY A,BT ... A, BT

denotando con A;, Bj, j = 1,2,...,N, los vectores

columna de A y B, respectivamente.

Entonces, el sistema de ecuaciones matriciales (16)-(18)
puede ser escrito en forma vectorial como sigue:
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e Para j =0
TN_J_l
(Iol)po— 5 (I X F)(¢N—j—k—1+
2
k=0
+¢N—j—k) =0.
e Paraj=1,2,--- / N—1
[Nzt
(ToF)dj—3 [ (I X F) (¢N—j—k—1+
k=0

j—1
+on_j k) + > (ToF) (i k-1 + k)
k=0

j—1
r
= vec (K(?W (2 Z (‘/}'7]@71 + Vj;k) F— V]>> .
k=0

e Paraj =N

7j—1

(ToD)én =5 3 (1o F) (@1 + ;1) F =
k=
ji)l
=vec <K0TW (r
2 k=0

donde ¢; = vec(®;),j =1,2,...

(Vick—1 + Vi) F — VN)) ,

, V.
4.8 Matriz de Lyapunov aprozimada

Con la aproximacién lineal a pedazos de la funcién inicial
calculada, se plantea el problema de buscar la solucién
correspondiente de la ecuacién dindmica (4). De hecho, el
problema puede ser formulado como el problema de valor
inicial general siguiente:

U(r) = < [ Oh Ur + 9)d0> F

U(r)=2®(r), 7¢€[-h0] (20)
Notar que el problema de valor inicial (19)-(20) no se puede
resolver por medio del método paso a paso conocido para
construir soluciones de sistemas diferenciales con retardo

Bellman and Cooke (1963).

T >0, (19)

A continuacién, se propone un método para resolver el
problema de valor inicial (19)-(20) el cual esta inspirado
en el método paso a paso para sistemas diferenciales con
retardo y, en realidad, este puede ser usado para construir
soluciones numéricas de sistemas integrales con retardo de
la forma (1).

De (19) se tiene para 7 € [0, h)

W(r)+ </OT U({)df) F
( / O_h <I><£>d£) F

Se sigue que el problema de valor inicial (19)-(20) es
equivalente al problema de encontrar una solucién de la
ecuacion integral (21).

U(r)

- (21)

donde
W(r) =

Sean Up(T) = W(r) y U;(7), j = 1,2,3,..., sucesiones
descritas como sigue:
Ui =W+ ([ U)o e on
0
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Fig. 1. Componentes de la matriz fundamenta K (t).

Es posible mostrar que U;(7) converge (uniformemente
en 7) a la matriz U(7) cuando j — oo y que la matriz
limite U(7) satisface la ecuacién integral (21) la cual, a su
vez, implica la existencia y unicidad de la solucién U(7)
satisfaciendo (19) y (20). Por motivos de espacio se omiten
los detalles de tal demostracién.

Continuando el proceso en intervalos de longitud h se
obtiene la existencia y unicidad de la solucién U(7) para
T2>0.

La sucesién U;(7) proporciona un método para construir
numéricamente una aproximacién de U(7) para cada 7 >
0.

Por lo tanto, usando este método, sea U(T, <I>), T €

[0, h], la solucién aproximada de la ecuacién dindmica (4)
correspondiente a la funcién inicial ®.

5. EJEMPLO NUMERICO

Considerar el sistema integral con retardo (1) con h =1y

F:<_21 _14).

Como los valores propios de F' yacen en el dominio abierto
T" cuya frontera admite la parametrizacion
wsin(w)

entonces el sistema (1) es exponencialmente estable, ver
Kharitonov and Melchor-Aguilar (2000).

Notar que para resolver el sistema de ecuaciones ma-
triciales (16)-(18) se requiere calcular las matrices Vj,
j=1,2,..., N, definidas por (10) y, por lo tanto, calcular
la matriz fundamental K (t) para t € [0,1]. Debido a que
la funcién inicial para la matriz fundamental es conocida
se puede aplicar el método propuesto en la subseccién 4.3
y construir K (t) para t € [0,1], ver Fig. 1.

Ahora para W = I y N = 20 se usa el algoritmo propuesto

para calcular la aproximacién de la funcién inicial ®(7),
T € [-1,0], y la correspondiente matriz de Lyapunov

U (7’, <i>)7 T € [0,1], ver Fig. 2.

Como se puede ver en las Figs. 1 y 2, la matriz fundamental
K (t) presenta una discontinuidad de tipo salto en t = 0
mientras que la matriz de Lyapunov es continua para todo
7 € [-1,1] como se esperaba de la Nota 4.
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Fig. 2. Componentes de la funcién inicial aproximada &(7)
y la matriz de Lyapunov U (7‘, <i>)

6. CONCLUSIONES

En este articulo, se aborda el problema del cédlculo de la
matriz de Lyapunov de sistemas integrales con un retardo.
Después de mostrar que los métodos numeéricos existentes
para calcular matrices de Lyapunov para sistemas diferen-
ciales con retardo no pueden ser aplicados a los sistemas
integrales con retardo, se propuso un algoritmo numeérico
para calcular aproximaciones lineales a pedazos de matri-
ces de Lyapunov.

Es importante mencionar que el algoritmo propuesto no
involucra la propiedad algebraica de la matriz de Lyapunov
a diferencia del método para sistemas diferenciales con
retardo el cual requiere dicha propiedad. La propiedad
algebraica se puede usar para evaluar la calidad de la
aproximacion de la matriz de Lyapunov, un problema que
se abordara en un trabajo futuro.
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Condiciones de estabilidad para un tipo de
sistemas inestables de alto orden con retardo que
contienen ceros.
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Resumen: En este trabajo se aborda el problema de estabilizacion de sistemas lineales
invariantes en el tiempo de alto orden, que contienen un polo inestable, “n-1"" polos

[T

estables y “n” ceros

de fase minima, ademds de contar con un retardo en su dindamica.

Se presentan las condiciones suficientes de manera explicita para que el sistema pueda
estabilizarse utilizando una retroalimentacion estadtica de salida. Dichas condiciones
estan basadas con base en la posicion de los polos y ceros del sistema, asi como el

tamario mdximo de retardo.

Palabras clave: Retardo, inestable, ceros, retroalimentacion

1. INTRODUCCION.

Los tiempos de retardo son un fendémeno comun que
se presenta en diversos sistemas tales como
procesos quimicos (Richard et al., 2003),
servomecanismos, sistemas hidraulicos etc... La
presencia de un retardo en un sistema de control
regularmente produce comportamientos indeseados,
una de las limitantes producidas por la existencia de
un retardo es que genera un decremento de la fase
del sistema, lo cual se traduce en un margen de
ganancia menor con respecto a un sistema libre de
retardo, produciendo que algunos sistemas estables,
al introducir un retardo se vuelvan inestables.

Si ademas del retardo, el sistema a lazo abierto es
inestable, es un problema de control dificil de
abordar. Diversos trabajos han afrontado la
problematica de los sistemas inestables con retardo,
por ejemplo, en (Huang et al., 1995), (Padma et al.,
2006) se utilizan controladores tipo PID para la
estabilizacién y control, pero las condiciones de
estabilidad no se muestran de manera explicita. En
(Silvaetal., 2004) se utiliza una metodologia basada
en el teorema de Hermite-Biehler para
cuasipolinomios buscando solucionar el problema
de estabilizacion de sistemas de primer orden con
retardo utilizando controladores PID, llegando a
estabilizar plantas con retardos considerables de
hasta dos veces la constante de tiempo inestable del
sistema.
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Otra manera de afrontar el problema de sistemas con
retardo inestables es utilizar predicciones del efecto
del retardo en el sistema, siendo el método mas
conocido el llamado predictor de Smith (Smith,
1957),  diversos  autores  han  realizado
modificaciones a la estructura original propuesta por
Smith para poder contrarrestar sus limitaciones, tal
es el caso de (Liu et al., 2005) donde se propone un
esquema predictor que puede utilizarse en plantas
que a lazo abierto son inestables, en (Normey et al.,
2008) se presenta un esquema predictor que puede
utilizarse en sistemas que contienen grandes
retardos. En (del Muro et al., 2009) se aborda el
problema de un sistema con un polo inestable y “n”
polos estables mostrando las condiciones necesarias
y suficientes para estabilizar el sistema con una
retroalimentacidn estatica de salida. Otro ejemplo se
presenta en (Marquez et al., 2010) que propone un
esquema predictor con un controlador P1 de 2 grados
de libertad con el objetivo de rechazar
perturbaciones y poder seguir referencias de tipo
escalon. Todos los trabajos antes mencionados, no
toman en cuenta el caso que existan ceros en la
dinamica del sistema.

En la literatura se tienen registrados diversos
trabajos para sistemas inestables con retardo que
tienen ceros dentro de su dinamica. Una de las
formas méas usuales para afrontar el reto que
representa la presencia de ceros, es disefiar el
controlador tal que, exista una cancelacién polo-
cero en el sistema a lazo cerrado,

CHAPTER 7. LINEAR SYSTEMS
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(Novella et al., 2012) propone una modificacion a la
estructura original del predictor de Smith para
afrontar el caso de sistemas inestables que contienen
un cero de fase minima, pero esta estrategia se limita
a tener un tiempo de retardo menor a la constante de
tiempo inestable del sistema. En (Lee et al., 2010)
se muestran las condiciones de estabilidad para
diversos tipos de sistemas que tienen ceros,
estabilizandolos con controladores tipo P, PI, PID.
En (Vazquez et al., 2012) se presentan las
condiciones necesarias y suficientes para sistemas
de alto orden que contienen un cero de fase minima,
ademas de presentar una estrategia de control para
afrontar grandes retardos. Cabe sefialar que los
trabajos anteriores solo toman en cuenta el caso que
exista un solo cero de fase minima en la dindmica
del sistema.

Este trabajo presenta de manera explicita las
condiciones suficientes de estabilidad para un tipo
de sistemas con retardo, inestables de alto orden,
con un polo inestable, “n-1” estables y “n” ceros de
fase minima utilizando como herramlenta de
analisis el criterio de estabilidad de Nyquist.

El trabajo se organiza de la siguiente forma: en la
Seccion 2 se presentan el planteamiento del
problema. En la Seccidén 3 se muestran resultados
preliminares que fueron utilizados para la obtencién
de los resultados de este trabajo, posteriormente en
la Seccidn 4 se presentan los resultados principales
de este trabajo. En la Secci6n 5 se presenta un
ejemplo acompafiado de una simulacion numérica
para verificar las condiciones de estabilidad
obtenidas y finalmente en la Seccion 6 se presentan
las conclusiones.

2. PLANTEAMIENTO DEL
PROBLEMA.

Considere un sistema lineal invariante en el tiempo
con una entrada, una salida (SISO) y un retardo de
tiempo a la entrada.

Y(s)
U(s)

_N(s)
"~ D(s)

e ™ =G(s)e™ (1)

Donde:

e U(s) Es la sefial de entrada.

e Y(s) Es la sefial de salida.

o >0 Es el tiempo de retardo conocido.

e N(s) Es un polinomio representado en la
variable compleja s.

e D(s) Es un polinomio representado en la
variable compleja s.

e G(s) Es el proceso libre de retardo.
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Para el control proporcional, C(s)=k aplicado al
sistema de la Ec (1) la respuesta del sistema en lazo
abierto es:

_ _NO
Q(s) = C(s)G(s) = D) © (2)

La ecuacion a lazo cerrado del sistema de la Ec (2)
es:

Y(s) _
R(s)

kN(s)e™™
D(s) + kN(s)e™*

(3)

Donde R(s) es una entrada de referencia y el término
“k” es la ganancia del control proporcional. Se
puede notar que el término e~ esta localizado en
la ecuacion caracteristica del sistema generando un
sistema que tiene un infinito de polos lo cual
dificulta su analisis de estabilidad.

3. RESULTADOS PREELIMINARES.

Se presentan los resultados preliminares que fueron
utilizados para la obtencién del resultado principal
de este trabajo.

(Xiang et al., 2007) Lema 1. Dada la funcién de
transferencia a lazo abierto mostrada en (2) con P*
polos inestables, el sistema a lazo cerrado es estable
si la grafica de Nyquist de (3) encierra el punto
critico (-1,0), P* veces en sentido anti-horario.

(Xiang et al., 2007) Lema 2. Para el sistema a lazo
abierto descrito en (2)

lim |G(w)| <1
wW—00
Es necesario para la estabilidad a lazo cerrado.

(Xiang et al., 2007) Lema 3. Dado el sistema a lazo
abierto mostrado en (2) con P*>1 polos
inestables, una condici6bn necesaria para la
estabilidad en lazo cerrado es que dMG(“’ ) <0 para

una w* >0

(Xiang et al., 2007) Lema 4. Para el sistema a lazo
abierto descrito en (2) con P*>1 polos inestables, es

. dsG(w* -
necesario que CICIDR) para lograr la estabilidad
del sistema a lazo cerrado

4. RESULTADOS PRINCIPALES.

Considere un sistema lineal con una entrada, una
salida y un retardo de tiempo a la entrada con un
control proporcional C(s)=k:

CHAPTER 7. LINEAR SYSTEMS
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0(5) = C(96() = k5 e

(s+b)(s+by)...(s+by) _.
(s—a)(s+ay)..(s+cp) €

C))

Donde by, b,,... b,>0, a4, a,,... a,>0y 7>0.
Teorema 1. Existe un control proporcional que
estabiliza el sistema descrito en (4) si se cumplen las

tres relaciones siguientes:

. 1
i T<— + m,—=
) Zl 1b =2 a;
.. 1 1
II) b12 + 2 + - P — < ? +
L L
or T
iii) bib, ..b, > aja, ...a,

Demostracion: i) Considere el sistema de la Ec (4)
en el dominio de la frecuencia.

Q(w)
_ (o +b)(o+by) ... jo + by)

= : . “He (5)
(jw—a)(w+ ay) ... jw + a,)
La ecuacion de magnitud es:
Mg (w)
(@24 b,%) (@02 + by?) ... (w? + by ) .
] (@2 +a2)(w? + ay?)(w? + a,?) (6)
La ecuacion de fase es:
w w
2G(w) = — (18O—tan_1 —) +tan™t —
a by
+tan ' 4 - tan~t—
b, by
w w
—tan™'—... —tan™1—
2 n
- wt (7
La derivada de la ecuacién (7) es:
deG(w) by b, N b,
dw b+ w?  b,* + w? bp? + w?
a, az
a;? + w? 2%+ w?
- W T (8)

La condicidn necesaria para la estabilidad es que, la
fase tenga para alguna frecuencia positiva w™* un
valor superior a -180°.

£G(w*)>—180  (9)
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Un requerimiento para obtener la trayectoria
dLG(]a))

deseada en la grafica de Nyquist, es 00 >
0
dsG(w) | 1 1 1 1
T w—0 — T+—+b1+b—2 +E
1 1
—a—z...—a<0 (10)

De modo que si se cumple la condicion (10) existe
una frecuencia w* > 0 tal que G (w*) > —180. La
fase toma un valor mayor a -180, después se
requiere que la fase decrezca nuevamente a -180
efectuando la interseccion con el eje real negativo
con 2G(w,) =—180 para alguna frecuencia
positiva w,.

Otra manera de encontrar las condiciones de retardo
descritas en el Teorema 1 es con una aproximacion
lineal local a partir de una serie de Taylor para los
términos que contengan tant y ver como se
comporta a valores muy pequefios del argumento
(teniendo frecuencias muy bajas) con la condicidn:
f(®)=tan 6= 06 (11)
A partir de la condicién mostrada en la Ec (9), al
utilizar la aproximacion lineal local de la Ec (11)
en la Ec (7) se tiene:

180 < 180+w @ @ w+w
PRI S A
)
+——wrt (12)
by,

Al multiplicar por el inverso de la frecuencia, se
obtiene la condicion de retardo del sistema:

n
1 Zl
b a;

i=2

n

1
‘r<—+ (13)

ii) Para el control proporcional, C(s)=k, la respuesta
en frecuencia de lazo abierto es:

Q(w) = C(jw)G(jw)

—k (Jw + b)) (jo + by) ... jw + by)
B ((jw —a)(jo+ay) ... Jw +a,)
Donde su condicion de magnitud es:

e—ffw> (14)

MQ (w)

_k (w24 b,?)(w? + by?) ... (w2 + by?)
h (w? + a;?)(w? + ay?) ... (w? + a,?)

La derivada de la ecuacién (15) es

CHAPTER 7. LINEAR SYSTEMS

(15)



@ \
UNIVERSIDAD

(CLCA EAFIT

Automatic Control

Medellin - Colombia

d
%MQ((U) =

20(w?+b1%)(w2+b3?)..(wP+bn%)

(w2+a12)2(m2+a22)...((u2+an2)
20(w?+b17)(w?+by ) (w?+bn )

(w2+a12)((u2+a22) (@Z+an?)
20(w2+b1%)(@2+b3?)..(w2+bn %)
(w2+a12)(w2+az?) .“(m2+an2)2

2w(w2+b12)
(w2+a12)(w2+az2) ..(wZ+an?)

20(w2+by?

(w?+b27) "
(w2+a12)(w2+az2) ..(wZ+an?)

2m(w2+bn2)
(w2+a12)(w2+az2) ..(wZ+an?)

(16)

21b12)(w2+b22)..(w2+bn?
ok (cu 1)<w+2)(w+n)
(w2+a12)(w2+az2)..(w2+an?)

De la condicion del Lema 3 se obtiene que es
necesario que se cumpla la siguiente desigualdad:

20(w? + b, %)

+
(w? + a;2)(w? + a3?) ..(w?+ a,?)
20(w? + b,?)
(w? + a;2)(w? + ay?) ..(w?+a,?)

20(w? + by?)

(w24 a?)(w? + ay?) .. (w?+ ay?)
20(w? + by?) (@2 + by?) .. (02 + by%)
(w? +a;2)?(w? + ay?) ... (w? + a,?)
20(w? + by ) (@2 + by?) ... (w? + b,%)
(w? + a;?)(w? + ay?)? ... (w? +a,?)

20(w? + by?)(w? + by”) ... (0? + by")

. 17
(w? + a;?) + (w? + a,2) (w? + a,?)? an
Despejando en la Ec (17) obtenemos:
1 1 1 1 +
(a)2+b12) ((u2+b 2) (m2+bnz) (w2+a42)
(w2+az?) (w2+a 2) (18)

A partir del Lema 1,es necesario tener My (w™) >
1 para alguna frecuencia y asi encerrar el punto
critico (-1,0) obteniendo la siguiente condicion:

. \/(a)z + by?)(w? + by?)

(w? + a;?)(w? + a,?)

>1

(19)

Evaluando la condicidn (18) para frecuencias w —
0 se obtiene:

1 s 1 s 1
bi®>  b,” b,>

< ! + ! ! 20
Rt (20)
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Podemos concluir que si se cumple (20) asegura que
la magnitud del sistema decrece para frecuencias
w — 0 obteniendo M, (w,) > My (w,) con lo cual
se logra una correcta direccion de la trayectoria de
Nyquist, donde w; y w, son las frecuencias donde
la trayectoria de Nyquist cruza el eje real negativo,
al cumplirse (19) el rodeo generado encerrard al
punto critico (-1,0).

Debido a que el sistema tiene el mismo orden en el
numerador y el denominador, la respuesta de la

magnitud en altas frecuencias es M, (w) |0Hw =k.

A partir del Lema 2, la condiciéon de magnitud
mostrada en la Ec (19) se puede escribir:

Mgy (w) |m_,oo =k <1, por lo tanto, k<l es
necesario.

Evaluando la Ecuacion (19) para frecuencias w — 0
y teniendo en cuenta que el valor de la ganancia esta
acotado a k<1, se obtiene la condicion:

bib, ...

b, > aia, ..a, (21)

Si se cumplen las condiciones mostradas en el
teorema 1, aseguramos que exista un rodeo al punto
critico (-1,0) en frecuencias w — 0

Observacion. El valor minimo del controlador
proporcional se puede calcular con base en la
ecuacion (19), obteniendo:

. (a12)(@z?) ... (an?)
femin > J (0:7)(5:7) - (b7)

(22)

5. EJEMPLOS.

Ejemplo 1. Considere el sistema con retardo de
quinto orden con 5 ceros de fase minima en su
dindmica dado por la siguiente funcién de
transferencia:

Y(s)
U(s)
_ (s+12)(s+1.8)(s+24)(s+33)(s+7)

(s—D(+15)(s+2)(s+3)(s+7.3)

A partir del Teorema 1 podemos concluir que el
rango de retardos bajo el cual el sistema descrito en
(23) puede ser estabilizado con una
retroalimentacion estética de salida es: 0<t<1.6145.

Para hacer el anlisis de lazo cerrado se propone un
tiempo de retardo t=1.5. Utilizando la gréfica de
Nyquist del sistema que se puede ver en la figura 1,
podemos notar que existe un rodeo en sentido anti-
horario al punto critico (-1,0) asegurando la

CHAPTER 7. LINEAR SYSTEMS
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estabilidad del sistema en lazo cerrado. A partir de
la ecuacion (22) se calcula una ganancia K=0.57
para asegurar la estabilidad a lazo cerrado del
sistema.

Real Axis

Figural. Gréafica de Nyquist del ejemplo 1.

El comportamiento de la planta controlada en lazo
cerrado se presenta en la Figura 2.

1 1 L 1 1 L

Figura 2. Comportamiento del sistema del ejemplo 1.

6. CONCLUSIONES

Los retardos son uno de los escenarios mas
indeseables en un sistema de control, mas adn si a
lazo abierto, el sistema es inestable. Pese a que la
presencia de ceros se traduce en condiciones mas
favorables para estabilizar un sistema con retardo,
pocos trabajos abordan esta situacion y se limitan al
caso que solo exista un cero en la dinamica del
sistema. En este trabajo se hace un analisis en el
dominio de la frecuencia para un tipo de sistemas de
alto orden, inestables, con retardo que cuenta con
“n” ceros en su dindmica en el cual se presentan las
condiciones suficientes para que exista una
retroalimentacion estatica de salida estabilizante. Se
presenta un ejemplo en simulacién numérica para
mostrar la estabilizacion del sistema a lazo cerrado
bajo las condiciones de estabilidad mostradas de
manera explicita.

REFERENCIAS

del Muro, B., Gonzalez, O. A., & Pedraza, Y. A.
Stabilization of High Order Systems with Delay
using a Predictor Schema. Augost 2-5. Cancun
Mexico. IEEE 52nd International Midwest
Symposium on Circuits and Systems. (2009)

Huang C.T.,Lin Y.S., Tuning PID controller for
open-loop unstable process with time-delay, Chem.

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

Eng. Commun. 133(1995) 11-30

Lee S.C., Wang Q.G., Stabilization conditions for a
class of unstable delay processes of higher order,
Journal of the Taiwan Institute of Chemical
Engineers, 41 (2010) 440-445

Liu T, Cai Y. Z.,, Gu D. Y., Zhang W. D. New
modified smith predictor scheme for integrating and
unstable processes with time delay, IEEE
Proceedings-Control Theory and Applications
152(2), 238-246, 2005

Méarquez J.F., del Muro, B., Velasco, M., and
Alvarez, J. (2010). Control based in an observer
scheme for first-order systems with delay. Revista
Mexicana de Ingenieria Quimica 9, 43-52.

Normey-Rico, J.E. and Camacho, E.F. Dead-time
compensators: A survey. Control Engineering
Practice, 16(4), 407-428. (2008)

Novella. F, del Muro, B, Control of second orden
strictly-Proper Unstable System with time delay,
Revista Mexicana de Ingenieria quimica, 2012

Padma R., Sree, M. Chidambaram, Control of
Unstable Systems, Narosa Publishing House,
Chennai, India, 2006.

Richard J. P. Time-Delay Systems: An Overview of
Some Recent Advances and Open Problems.
Automatica 39, 1667-1694. (2003)

Silva, G.J., Datta, A., and Bhattacharyya., S. PID
Controllers for Time-Delay Systems. Control
EngineerEngineering. Birkh auser. (2004)

Smith, 0.J.M. Close Control of Loops with Dead
Time. Chem. Eng. Prog., 53, 217-219. (1957)

Vazquez, C.D, del Muro, Basilio, Estabilizacion de
Sistemas con Retardo de Segundo Orden que
Contienen un Cero, Congreso Latinoamericano de
Control Automatico, Cd del Carmen, Meéxico,
(2012)

Xiang C., Wang Q.-G., Lu X., Nguyen L., and T. H.
Lee, Stabilization of secondorder unstable delay
processes by simple controllers,” J. Proc. Contr.,
vol. 17, pp.675-682, 2007.

Yang X.P., Wang Q. G., Hang C. C., and C. Lin,
IMC-based control system design for unstable
processes," Ind. Eng. Chem. Res., vol. 41, pp. 4288-
4294, (2002)

CHAPTER 7. LINEAR SYSTEMS



Q), N
UNIVERSIDAD

" (CLCA EAFIT

= Automatic Control

Medellin - Colombia

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 7. LINEAR SYSTEMS

Control a Distancia de un Actuador
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Resumen. En el presente trabajo se aborda el problema de control a distancia de un actuador
aerodindmico con un retardo de tiempo en la senal de entrada. Se presenta una solucién basada
en estados estimados futuros obtenidos por medio de un predictor—observador no lineal basado
en un cambio de coordenadas que produce un sistema en adelanto equivalente. La convergencia
de los estados predecidos a los valores reales asi como la estabilidad en lazo cerrado del sistema
controlado con estados estimados se lleva a cabo mediante una funcional de Lyapunov. Se
presentan resultados en simulaciéon que muestran la eficacia del esquema de control propuesto.
Finalmente, se realizan experimentos en tiempo real en una plataforma construida para tal

efecto.

Keywords: Sistemas con retardos, predictor-observador, actuador aerodindmico, funcional de

Lyapunov.

1. INTRODUCCION

Los sistemas con retardos han sido estudiados ampliamen-
te en los ultimos afnos, debido a que pueden ser encon-
trados en varios sistemas practicos tales como sistemas
quimicos, mecanicos, biolégicos o sistemas en redes, etc.
Estos sistemas se encuentran presentes en la mayoria de los
dispositivos que utilizamos en la vida diaria (Kolmanovskii
and Myshkis (1992), Niculescu (2001)). Por ejemplo en
aplicaciones de teleoperacion, en donde la existencia de
retardos en la senal de control y en las mediciones pueden
ser un factor importante en la estabilidad del sistema en la-
zo cerrado (Hale and Lunel (2013)). Ya sea que aparezcan
en el estado, en la entrada de control o en las mediciones,
éstos retardos pueden clasificarse como de transporte, de
comunicacién o de medicién, Fridman (2014).

El problema de control de sistemas con retardo de tiempo
en la entrada ha sido tratado a partir de diferentes enfo-
ques. Empezando por ignorar su efecto, cuando el retardo
es muy pequeno o mediante retroalimentaciones causales
aproximadas (Miinz et al. (2009)) en el caso lineal o apro-
ximaciones de orden reducido en el caso no lineal (Maza-
Casas et al. (2000), Kolmanovskii and Myshkis (1992)).
Un enfoque ampliamente investigado son las técnicas de
prediccién de valores futuros de los estados del sistema
para disenar leyes de retroalimentacion causales. En el caso
lineal, el denominado Predictor de Smith (Smith (1959))
fue un parteaguas en este sentido. En el caso no lineal, la
consideracion de retroalimentaciones de dimensién infinita
para la asignacién finita del espectro del sistema (Krstic
(2009)) han abierto un gran campo de oportunidad.

L M. Velasco-Villa se encuentra en estancia sabética apoyado por
Conacyt (No. 260936) con adscripcién en la Seccién de Mecatrénica
del Departamento de Ingenieria Eléctrica del CINVESTAV-IPN.
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Para resolver el problema de control de sistemas con re-
tardos de tiempo en la entrada, en Kim and Son (2010), se
disena un controlador robusto para compensar perturba-
ciones variantes en tiempo usando un observador de per-
turbaciones. En Li et al. (2014), se trata el problema de es-
tabilizacion de una clase de sistemas lineales con multiples
retardos a la entrada por medio del disefio de una retro-
alimentacién de dimensién infinita basada en prediccion.
En Roh and Oh (1999), se presenta un controlador por
modos deslizantes para estabilizar sistemas con retardos
en la entrada. Se propone una superficie deslizante basada
en un predictor para minimizar los efectos del retardo en
la entrada del sistema. En Lee and Lee (2000), se presenta
un método de control robusto para sistemas lineales con
retardo en la entrada y perturbaciones paramétricas. Se
aborda el problema utilizando desigualdades matriciales
lineales (LMI). En Chiang and Tung (2003), se presenta un
controlador dindmico robusto para sistemas no lineales con
incertidumbres en el modelado y en la entrada. Se analiza
el problema desde la teoria de Lyapunov y el concepto de
analisis funcional.

En el presente trabajo se analiza el problema de segui-
miento de trayectorias para un sistema no lineal con re-
tardo de tiempo constante a la entrada. Especificamente,
se considera un actuador aerodinamico formado por una
dupla barra—hélice. Para resolver el problema se disena un
predictor de los valores futuros de los estados, el cual es
utilizado para disenar una retroalimentacién causal que
resuelve el problema mencionado. La convergencia de los
errores de prediccién y seguimiento se muestra utilizando
una funcional completa de Lyapunov—Krasovskii (Khari-
tonov (2013)).

El resto del trabajo, se organiza de la siguiente forma: en
la Seccion 2 se presenta el modelo dindmico del actuador
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aerodinamico, justiﬁcando como su control a distancia
produce un retardo de tiempo en la senal de control. En
la Seccién 3 se disenia un predictor—observador al utilizar
un modelo en coordenadas adelantadas. En la Seccién 4
se muestra una soluciéon al problema de seguimiento de
trayectorias mediante estados estimados futuros. En la
Seccién 5 muestra la evaluacién numérica y experimental.
Finalmente, en la Seccién 6 se muestran las conclusiones
del trabajo.

2. ACTUADOR AERODINAMICO

Considere el sistema barra-péndulo simple actuado por
una hélice, como se muestra en la Figura 1. Donde 0 es
el 4ngulo con respecto a la linea vertical, £ es la distancia
del punto de rotacién hasta el actuador aerodindmico, F'
es la fuerza que se genera en el actuador aerodindmico,
x; v z; son los ejes inerciales, y u es el momento externo
alrededor del eje de rotacién y;.

s
_— _—

mg
5

Figura 1. Actuador aerodindmico.

El modelo del actuador aerodindmico barra-hélice se ob-
tendra mediante la metodologia de Euler-Lagrange. Para
tal efecto, las energias cinética y potencial estan dadas por,

YL S YU
T—2Jb9 +2m£9 =
V =mgl (1 — cos®)

donde J, = %mb@ es el momento de inercia de la barra

con respecto a su centro de gravedad. El Lagrangiano del
sistema resulta entonces,

1.
592 (Jb —+ m€2)

L=T-V

= %92 (Jo +me?) — mgl (1 — cos ).

El modelo se obtiene a partir de la ecuacién de Euler-
Lagrange,

doc_or_
dt 96 00
Noétese que
oc 9 doL 9
% (Jb—l—mf)e, Y, (Jb—l—mf)ﬁ
g—g = —mglsinf
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Por lo que la ecuaciéon que describe el movimiento del
sistema resulta,

(Jb + méz) 6+ mglsinf = u
o bien,

mgl U

T L S
+Jb+m€2 sl Jy + me?

Para obtener un modelo en el espacio de estados, tome en
cuenta las variables 1 = 0 y x5 = 6. Entonces se tiene,
.’fl = X2
. mgl . U (1)
Tg = —————sin(x _—
ey Ay O N 2

2.1 Consideracion de tiempos de retardo

Asumiendo que el sistema de control se encuentra en una
posicién remota y que existe un canal de comunicacién
para el envio de la senal de control y la recepcién de senales
medidas como se muestra en la Figura 2. El sistema (1)
puede modelarse como un sistema que incluye un retardo
de tiempo 7 en la sefial de entrada (tiempos muertos) que
puede incluir también los posibles tiempos de cémputo.
Bajo estas condiciones, el sistema (1) se reescribe en la
forma,

i‘l = T2 9
o = asin(z1) +bu(t —71). (2)
donde,
___ mgt _ 1
“= Jp + ml? Y o Jp +mie2’ (3)

Notese que en general los retardos asociados con el canal
de comunicacién resultan variantes en el tiempo, una
estrategia cominmente utilizada es tomar el valor maximo
del retardo en el canal de comunicacién y asumir el retardo
7 como constante.

Envio senal de Control

de

Sistema
Control [

Actuador ]

N ., Aerodinamico
Comunicacion

Mediciones del Sistema

Figura 2. Sistema con retardo en el canal de comunicacién.

3. PREDICTOR-OBSERVADOR PROPUESTO

El sistema (2), puede reescribirse como un sistema libre de
retardos al considerar las variables adelantadas,

w(t)=x1 (t+7),wa(t) =2 (t+ 7). (4)

Bajo estas nuevas coordenadas, se obtiene la nueva repre-
sentacion,

s e 6
we = asin (wy) + bu
en donde el retardo de tiempo ya no esta presente.

Notese que las senales wy y wsy corresponden a senales
futuras no medibles, por lo que es necesario disenar un
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predictor—observador para poder estimarlas. Considerando
el sistema en adelanto (5), es posible proponer el siguiente
predictor-observador,

uf;l=w2+)\1[w1(t—7)—w1(t—7')] (6)

Wy = asin(wl)—i—bu—l—)\o[wl (t—T) — W1 (t—T)].
Noétese que el predictor-observador anterior puede reescri-
birse tomando la sefial medible z; (¢) en la forma,
W1 = Wa + A1 [1‘1 (t)—w1 (t—T)] (7)
Wy = asin (W) + bu + Ao [z1 (t) — w1 (t—7)].
La dindmica de los errores de predicciéon puede analizarse
al definir las sefiales de error,

Cw, :wl—w1,€w2 ZIUQ—wg. (8)

La dindmica del error de prediccién resulta,
uw, = €wy, — At€w, (1 —7T) o
bws, = —A0€w, (t —7) + a[sin (w1) — sin (w1)] .
que puede reescribirse como,
Mey, (t—T) A )
) + 2asin (Z5) cos (W54L) |

ewl = Cwy —
= _>‘Oew1 (

Cwy

4. PROBLEMA DE SEGUIMIENTO DE
TRAYECTORIAS

A continuacion se presentara una solucién al problema de
seguimiento de trayectorias asociado con el sistema (2),
mediante la sintesis de una retroalimentaciéon basada en
estados futuros estimados por el predictor-observador (7).
Supdngase que se desea seguir una trayectoria definida por
wig (t) y waqg (). Definase los errores de seguimiento,

€d1 (t) = w1 (t) — W1id (t) , €42 (t) = w2 (t) — W2q (t) .

Considere entonces la siguiente retroalimentacién basada
en estados futuros predecidos,

(10)

u(t) = 3[—asin (@1) — k2 (2 — waa)
(11)

—kq (1 — wia) + Wad]
Por otra parte, de los errores de observacion, (8), se tiene
que, W1 = W1 — €y, Wa = Wa — €y,. Entonces, la dindmica
de error de seguimiento resulta,

édl = €d,

€a, = —kiea, — koeq, + ki1ew, + koew, (12)
+2a sin ( -+ ) cos (%) .

Noétese también que,

wiw; . Witwi—ew; _ B
2 2 =

ew
= ed, + wig — 5+

€y

2

Finalmente, la dindmica del error en lazo cerrado (error
de prediccion y error de seguimiento) queda representada
en la forma,

Cuwy = €y — My, (t—1T)

éwz = 7)\061”1 (t - T) + f (ew, €d, wd)

édl = edQ (13)
€q, = —kieq, — koeq, + k16w, + kaeqy,

+f (ew, ed, wa) -
donde,

f (ew,ed, wq) = 2asin (62ﬂ
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Observacion 1. Definiendo los errores, eq, = o1 — 14 y
ed,, = T2 — Tad, el error de seguimiento puede escribirse
alternativamente en la forma,

€d,, (t) = ea,, (1)
éd,, (t) = —kieq,, (t) — kaeq,, (t)
Fkiew, (t = 7) + kaew, (t = 7) + f ()

. €, t—1 €wq (t—T7
donde, f (-) = 2asin (%) cos <6dz1 - # +x d)
La dindmica de lazo cerrado (13) en coordenadas de los
errores de prediccion-observacion y seguimiento, se puede
expresar en forma vectorial como,

b, 01 0 07 [ew
éw,| 10 0 0 O Cay
éq, | — [0 0O O 1 €d,
éd2 kl kg —kl —kg €dy
A 0007 [ew (t=7 0
" —X 000]| |ew, (t—7) " f (ew,eq,wq)
0 000| |eq, (t—17) 0
0 000 €dy (t - T) f (eﬂhed)wd)
(15)
con f (ey,eq,wq) definida en (14).
Alternativamente, definiendo e = [ewl,ewg,edl,edg]T y

considerando la estructura de la ecuacidon anterior, el
sistema (15) puede reescribirse en la forma,

é=Age+ Are(t —7) + f (e,wq) -
con Ay, Ay, f definidas apropiadamente.

(16)

Noétese ahora que f (e, wq), puede acotarse por arriba como
sigue,
IIf (e;wq) || = ||2asin (6‘2"1 ) cos (ed1 — el 4 wld) I
< |12asin (%) ||]| cos (ear — 5~ + wia)
< aleyw]

por lo tanto, es posible concluir que,

I1f (e, wa) || < plle]
para una constante p positiva.

(17)

4.1 Estabilidad en lazo cerrado

A continuacidn la estabilidad del sistema en el error (16)
se establecerd en dos etapas. Notese inicialmente que

f (e,wq) corresponde a una perturbacién acotada (17)
para el sistema (16). Considere entonces el sistema (16)
libre de perturbaciones, esto es, el sistema,
e = A06+A16(t77')
e(0) = »(0), 6 € [-7,0]
con la condicién inicial ¢(f), 0§ € [-7,0] v ¢ €
PC ([—7’, 0] ,R4) al espacio de las funciones continuas a
pedazos en R? definidas en [—7,0].

(18)

Dado que los pardmetros de las matrices Ay, A; se pueden
elegir libremente (dependen del predictor (7) y la retroali-
mentacién (11)), es siempre posible estabilizar asintética-
mente el sistema (18), para un valor constante, acotado del
retardo 7. Esto se puede hacer, por ejemplo, al considerar
la Proposicién 5.2.2, Capitulo 5 de Gu et al. (2003). Basado
en lo anterior, para demostrar la estabilidad del sistema
perturbado (16) se considerard, sin pérdida de generali-
dad, que existen constantes positivas Ag, A1, k1, ko que
estabilizan el sistema (18) para un valor 7 > 0.

Suponga entonces que el sistema (18) es asintéticamente
estable (es posible mostrar que para esta clase de sistemas
la estabilidad resulta del tipo exponencial, Bellman and
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Cooke (1963)), entonces para establecer la estabilidad
del sistema (16), es posible proponer una funcional de
Lyapunov de tipo completo definida en la forma,

v(er) = UO(et)

+ [0 T (t+0) Wy + (1 +6) Wl e (t +0) do (19)
donde e; = e( ), 8 € [—7,0] con,
vo(er) =
el (t)U(O) t) + 2eT f U(-7—0)Ae(t+06)do
+ [0 €T (t+6,) AT [f U ( el—ez)Ale(Hez)dez} d6;.
(20)

La matriz de Lyapunov en (19) (Kharitonov (2013)),
o0
v) = / KT (WK (t+~)dt
0

es definida en términos de la matriz fundamental K (¢) del
sistema libre de perturbacién (18) y

W =Wy+ Wi+ 1Ws

con matrices Wy, Wy, W definidas positivas a partir de la
estabilidad exponencial del sistema (18).

Nétese que la matriz de Lyapunov U(7y) satisface las
siguientes propiedades (Kharitonov (2013)):

180 — U(y) Ao + A(y — 7) Ay
2. U(=)=U"(7), v>0y U"(0) = U(0)
3. U(0)Ao + U(—7)Ay + ATU(0) + ATU(r) = —W

Es posible ahora mostrar el siguiente resultado.

Teorema 4.1. Suponga que existen constantes g, Ay > 0
asociadas con el predictor-observador (7) y constantes
k1, ko > 0 asociadas con la retroalimentacién (11) tales que
el sistema (18) es exponencialmente estable. Considerando
que el sistema (16) satisface (17), la solucién del problema
de seguimiento de trayectorias basada en estados estima-
dos futuros tiene solucién si se satisfacen las siguientes
condiciones,

1. )\mzn EWO

2. Apin (Wa
Demostracién. Considerando las propiedades de la ma-
triz de Lyapunov U(7), después de algunos cdlculos, la
derivada de la funcional (19), a lo largo de la solucién de
(16) queda como,
c‘ftV(et) —eT (t) Woe (t)
el (t—1)Wie(t—1)—
JrQei (t) U(O){(e wq)
+2f7 (e,wa) [, U (=7 =& +1t) Are (§) dE

> 2pv + a1 Tpv
> aqv.

t
t— 7'

OWae (€t )

Sea v = méxgeo,7 [|U (0) || y a1 = ||A1]|, entonces,
2eT () U (0) f (e, wa) < 2[eT () U (0) f (e, wq) ||
=2[e" @) [T (0) |1 f (e, wa) || < 2pvle (t) [P
2f7 (e,wa) [ U (~7 =& +1) Aye (£) d€
<7|f" (6 wa) ||? 1T ) [[lAs
HIU (=) 1A S lle (€) [12dg
<arrpvlle () |2 + aw [;_, fle (&) ||2d€.

Por lo tanto, (21) puede rescribirse en la forma,

v (ed) < —w (ed) + 2pvlle (1) |
+ayTpv|le (t) H2+a1vﬁ_7|\6(§)|\2d§
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0.3
—_— ewl(t—r)
--=-e  (t-1)j
- i
3
|5
=
L
\?\‘ -
H
[}
= i
<
=
T i
vx—i
3
o -
~0.6 | | |
0 5 10 15 20
Tiempo [s]

Figura 3. Errores de observacion: ey (t — 7), ew2(t — 7).

con

w(et) e (t) Woe (t)
+eT (t—T)Wle(t—T —l—j; S €

de donde se obtiene el resultado.

T(&) Wae (€) d€

5. EVALUACION NUMERICA Y EXPERIMENTAL

Para probar el comportamiento del predictor—observador
propuesto, asi como la efectividad de la solucién al pro-
blema de seguimiento de trayectorias basada en estados
estimados futuros, se realizaron evaluaciones numeéricas y
experimentales. Se utilizé una trayectoria deseada descrita
por las ecuaciones,

T1q = kttb(rl — roty + 7“3tb — T4tb + 7“5tb — 7“6tb)
k?t(57’1tb767’2tb+77”3tb787”4tb+97‘5tb 1OT6tb)

T2d =

tf —t4
donde
t—t;
ty =
ty —t;

ry = 252, ro = 1050, r3 = 1800, r4 = 1575, r5 = 700,
r¢ = 126, t; es el tiempo inicial, t; es el tiempo final.

5.1 Resultados en simulacion numérica

Los pardmetros utilizados en el predictor—observador (7)
y en la retroalimentacién (11) se muestran en la Tabla 1.

Tabla 1. Pardmetros para la simulacion.

| Pardmetro | Valor | Parametro | Valor |
T 2 m 0.0816 kg
ko 3 / 0.33m
Ao 3 my 0.5367 kg
oY 3 T 0.0195 kgm?
T 0.15 s

En la Figura 3 se muestran los errores de observacién
ew, (t —7) Y ew, (t —7) y en la Figura 4 se presentan los
errores de seguimiento egq, (t), eq, (t). Puede verse como
los errores mostrados convergen adecuadamente al origen.

En la Figura 5 se muestra la sefial de control u(t) necesaria
para realizar el seguimiento de la tratectoria.
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Figura 4. Errores de seguimiento: eqs (t), eqo(t).
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0.16 Figura 6. Sistema actuador aerodindmico.
0.14f b 0.05
0.12F : 0.04F .
0.1F 1 0.03F 7
0.08F . 0.02F .
T
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> oo0at | 5 of |
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Figura 5. Senal de control: u(t).

5.2 Resultados experimentales

El esquema del predictor—observador (7) y la retroalimen-
tacién propuesta (11) se implementaron en la plataforma
experimental mostrada en la Figura 6. La plataforma se
compone de una estructura principal que soporta una
barra que actiia como péndulo, un motor tipo brushless
U2216 KV900 con una hélice, necesarios para generar la
fuerza para levantar la barra. Un inclinémetro X3Q-T de
US Digital para determinar el desplazamiento angular que
experimenta la barra, y una tarjeta de desarrollo eZdsp
TMS3820F28335 de Spectrum Digital Inc. para implemen-
tar el esquema propuesto.

Los pardmetros utilizados en el predictor observador (7) y
en la retroalimentacién (11) se muestran en la Tabla 2. En

Tabla 2. Pardmetros para el experimento.

| Parametro | Valor [ Pardmetro [ Valor |

k1 0.15 A0 16
ko 0.015 A1 10
T 0.1s

la Figura 7 se muestra el error de observacion e, (t — 7),
y como se puede apreciar, el error se mantiene cercano a
cero. En la Figura 8 se presenta el error de seguimiento
eq, (t). En las Figuras 9 y 10 se muestran la senal de

164

Figura 7. Error de observacion: ey (t).

control u (t) aplicada al sistema y las trayectorias deseada
y real. Es importante mencionar, que el seguimiento de la
trayectoria se ve afectado debido a perturbaciones externas
no modeladas, lo que hace que el sistema presente un
error en estado estacionario. Para verificar esta hipétesis,
se realiza una simulacién sumando un término constan-
te § en la ecuacién de la aceleraciéon angular (2). Este
término constante representa perturbaciones externas no
modeladas. En la Figura 11, se muestra la trayectoria que
sigue el sistema en presencia de una perturbacién externa

0 = —0.05.
6. CONCLUSIONES

Se presenta una solucién al problema de seguimiento de
trayectorias asociado a un actuador aerodindmico afectado
por retardos de tiempo en la senal de control. La solucién
propuesta se basa en estados estimados futuros obtenidos
con un predictor observador que es capaz de proveer
los estados futuros necesarios. Se muestra formalmente
la convergencia de los errores de prediccién asi como la
convergencia de los errores de seguimiento. El esquema
de control es evaluado mediante simulaciones numéricas
y con experimentos en tiempo real en una plataforma
de laboratorio. Se deja como extensién a este trabajo la
compensacién o cancelacion de perturbaciones externas.
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Figura 8. Error de seguimiento: eq(t).
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Figura 9. Senal de control: u(t).
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Figura 10. Trayectoria de referencia x14(t) y real x1(t).
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Abstract:

In this work we provide a design method of preserving order observer-based dynamic output-
feedback controllers for a family of discrete-time linear systems. This design considers the
absence and/or presence of disturbances/uncertainties in the discrete-time systems. The control
problem is focused in two purposes: (i) the stabilization of closed-loop systems by means of upper
and/or lower estimations, and (ii) the state estimation preserves the partial-order with respect
to the real state trajectory at each instant time. The proposed method studies the properties of
Lyapunov stability and cooperativeness. The first property determines the exponential stability
of the closed loop system (with controller) in combination with exponential convergence to zero
of the observation errors, when there are no uncertain terms, while the second one ensures
the partial ordering between upper/lower estimations with state. The observers gain can be
computed through a solution of a Bilinear Matrix Inequality (BMI) and a Linear Matrix

CHAPTER 7. LINEAR SYSTEMS

Inequality (LMI).

Keywords: Discrete-Time Systems, Preserving Order Observers, Interval Observers,

Cooperative Systems.

1. INTRODUCTION

An especial class of robust state estimators, the so-called
preserving partial-order observers have been successfully
used, for instance, in biological, electric, hydraulic systems,
positive and compartmental systems and many other ap-
plications, in order to estimate uncertain/disturbed dur-
ing the last fifteen years (Gouze et al., 2000; Alcaraz-
Gonzalez et al., 2002; Bernard and Gouze, 2004; Avilés
and Moreno, 2009, 2013; Mazenc et al., 2013; Avilés and
Moreno, 2014; Mazenc et al., 2014; Raissi et al., 2012).
This observers, based in the cooperativeness theory (An-
geli and Sontag, 2003; Hirsch and Smith, 2004, 2005),
provided upper and/or lower estimations, which can form
an interval containing the real state trajectory, instead of
estimating true values of the uncertain non-measureable
variables. The precursor design appeared in (Gouze et al.,
2000), where the interval observers were proposed, which
are constituted by a preserving upper and lower partial-
order observer; represent a interesting technique to esti-
mate parameters and unknown variables of biotechnologi-
cal processes.

Several works have been proposed for discrete-time sys-
tems (Mazenc et al., 2013; Efimov et al., 2013a; Avilés
and Moreno, 2015b); they are inspired by the growing com-

* J.D. Avilés is on leave from Autonomous University of Baja
California. Faculty of Engineering and Business. C.P. 21460, Tecate,
B.C, México.
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putational interest to use sample-data systems subjected
to perturbations, where show that the cooperativeness
property is conserved in the interval observers for the
discrete-time systems (Hirsch and Smith, 2005; Mazenc
et al., 2014). Noting that the cooperativeness linear con-
dition is expressed by means of nonnegative matrices
for time-discrete systems, instead of Metzler matrices for
continuous-time systems.

Recently, in (Efimov et al., 2013b) the interval observers
class were implemented in the design of controllers. The
output stabilization was analyzed for a class of Linear
Parametric Variant (LPV) continuous-time system, im-
plementing the estimations from the interval observers.
Subsequently, in (Efimov et al., 2015) it was introduced
a similar analysis for the family of LPV discrete-time
systems. Additionally, in (Avilés and Moreno, 2015a) have
been proposed controllers based on interval observers for
stabilizing a continuous-time closed-loop scheme in ab-
sence/presence of disturbances.

In the present work, we develop a design methodology
of controllers for discrete-time linear systems, using the
output feedback provided by the upper and/or lower
preserving partial-order observers (Avilés and Moreno,
2009, 2013, 2014). The absence and presence of uncertain-
ties/disturbances are studied in order to guarantee both
the stability of the closed-loop system and the state trajec-
tory is bounded for the estimations of the observers. This
is achieved by combination of systemic properties between
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the stability in the sense of Lyapunov and cooperativeness.
Moreover, the computational implementation is considered
by means of a BMI and a LMI.

This paper is organized as follows. The notations and
prelimiaries are presented in Section 2. The design method
of controllers based on preserving partial-order (interval)
observers, for nominal and perturbed discrete-time sys-
tems, is proposed in Section 3. Several practical aspects
are mentioned in Section 4. Concluding remarks are es-
tablished in Section 5.

2. PRELIMINARIES

For a better understanding, we provide the following
descriptions.

2.1 Notations

M
M > 0 : M is a Metzler matrix, if and only if
Mij >0, Vi 75], Viel,...,n, Vjel ...,n

A >0 : Ais anonnegative matrix, sii 4;; > 0,
Vi,j=1,...,n

A >0 : Ais a positive semi-definite matrix.

A>0 : Ais a positive definite matrix.

B <0 : B represents a negative semi-definite matrix.

B < 0 : B represents a negative semi-definite matrix.

x =0 :xis a nonnegative vector, iff z; > 0,Vi=1,....n

x > z :represents the partial-order between two vectors,

iff Ti — 2i > O,Vi = 1,...,TL
Izl : is the Euclidean norm.

J¢@) o denotes the Jacobian matrix of the nonlinear
functionf (¢, z,u) with respect to the variable x
Jfw) :is the Jacobian matrix of the nonlinear function

f(t,x,u) w.r.t the variable u.
2.2 Systems that preserver partial-order

The cooperativeness is a systemic property that ensures
the partial order between the state trajectories and output,
depending on the partial order between the initial states
and inputs.

Definition 1. Consider the time-discrete nonlinear system
r(k+1)=

P { y (k) =

where (z(k),u(k),y(k)) € R™ x R™ x RP is the state, the
input and the output vectors of I'yy,, respectively, at each
instant time k& € N. We assume that f : NxR" xR™ — R"
and h: N x R" x R™ — R? are continuous functions.

f (R, x(k), u(k)),

z(ko) = xio,
ey, T mme

The system I'np, is cooperative if there exists an partial
ordering between two initial states and two inputs (if they
exist), that is; =z = 23, wul(k) = uw?(k), Vk. Then,
the state and output trajectories will preserve the partial-
order for all instant times:

 (k, ko, x5, u
(k k07x07

(k, ko,xg,
(kf ko, 1‘07

2(k;)) Yk > ko,

(k) zw
t (k)) ’Vk Z k'Oa

t (k)

where ko € N, 2, e R*. O
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In the following paragraphs, we present the characteri-
zation of discrete-time systems. For more details to see
(Mazenc et al., 2014; Hirsch and Smith, 2005).

Proposition 2. (Hirsch and Smith (2005)). I'ny, is a discrete-
time cooperative system if and only if the following condi-
tions are satisfied,

The linear cooperative systems represent a particular case
of the definition 3; its characterization is given in the next
paragraph.

(b) Jf(u) = 0, (C) Jh(z) > 0. O

Proposition 3. The Linear Time-Invariant (LTI) system
described by
r(k+1) =

T { y(k) = Ca(k)

where (z(k),u(k),y(k)) € R" x R™ x RP are the state, the
input and the measurement output vectors, respectively.
I'y, is a cooperative system if and only if

Aa:( )+ Bu(k) , 2z (ko) = zko, 2)

(). A=0, (i).B=0, (iii).C>=0

For the family of discrete-time linear systems, the coopera-
tiveness is analog to positivity property, which states that
all variables: input, output and state, are nonnegative at
all instant times.

2.3 Stability of discrete-time linear systems

In this subsection, the stability of the linear discrete-time
systems will be analyzed.

Definition 4. (Khalil (2002)). We consider the system of
the form

x(k+1) = Azx(k), x(ko) = ko, (3)
where A € R™™ and k € N, if there exist the constants
a > 0 and p > 0 such that

(K, 2ol < al|zrol|exp(—pk) (4)

is satisfied for all £ € N, xo € R™, then the origin is a
globally exponentially stable equilibrium point.

Definition 5. (Jiang and Wang (2001)). The discrete-time
linear system affected by the presence of additive exoge-
nous inputs, is given by

x(k+1) = Ax(k) + b(k), x(ko) = zro (5)
is (globally) Input-State Stable (ISS) w.r.t b(k), if there
exist a function S of class KL, and a function v of class

such that, for each initial state z(kg) € R™ and each input
b(k), then the solution z(t) exist for all t > ¢, it holds

that
2 (k, zko) | < B(llzkoll, k) +v([[6(k)) (6)

where 7 is known as an ISS-gain for I'r,.

We consider the Lyapunov function candidate
V(z(k)) =27 (k)Px(k), P =P >0. (7)
which satisfies

a1 ([|lz(k)]) < V(z(k)) <
AV = V(z(k + 1)) — V(z(k)) <

as(|lz(R)]), (8)
—az([[z(®K)[),  (9)
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vV x(k) € R”, for the family of Linear time-discrete
nominal systems in (3). The expression AV is given as
the Lyapunov difference. For the disturbed system in (5),
an additional condition is required:

AV =V(2(k+1)) = V(z(k)) < —as(l|z(k)]]) +7(|Ib(k()1||3),
Vb(k) € R™.

The characterizations of both definitions 5 and 6, can
be expressed in the ambient of Linear Matrix Inequalities
(LMTI’s).
Lema 6. Consider the nominal system in (3). If there
exists a positive symmetric matrix P = PT > 0 and the
positive constant € > 0, such that

(11)

[ATPA—P+eP] <0
is satisfied, then x(k) = 0 is an globally exponentially stable
equilibrium point. O

Now, we present the characterization of practical stability
for the system I'y,, when an exogenous input b(k) appears
in the dynamics. In this sense, we analyze the property by
means of the input-to-state stability (ISS) condition for I'r,
in the following Lemma.

Lema 7. Consider the perturbed system in (5). If condi-
tions from Lemma 6 are satisfied, then the system in (5)
is ISS with respect to the input b(k).

Proof. Initially the demonstration of Lemma 6 is pre-
sented. If the Lyapunov function candidate V(z(k)) =
2T (k) Px(k) is defined for the system in (3), its Lyapunov
difference along the trajectory of (3) is given as

AV =V (z(k+1))-V(x(k)) = 27 (AT PA-P)x < —ex’ Pz
Now, the same Lyapunov function candidate is proposed
for the perturbed system, then its derivative is bounded
by

AV < —(1—0) eV (x(k)) — 0V (x(k)) + b (k) Pb(k)
+ 22T (k) AT Pb(k)

Completing squares, the property (6) holds. m

3. PRESERVING ORDER OBSERVER-BASED
CONTROL DESIGN

In this section, we present the main results of the de-
sign of preserving order observer-based dynamic output-
feedback controllers for discrete-time systems. Firstly, the
controller design conditions are studied for the nominal
case, then we extend the notions to deal the presence of
disturbances/uncertainties in the dynamical system.

3.1 Nominal System

Consider the family of nominal systems given by

My : { x(kz;—( 1)) = Az(k) + Byu(k), x (ko) = xxo,

k) = Ca(k), (12)
where z(k) € R™ is the state, y(k) € RP is the mea-
surement output, v € R™ is the control input. A €
R™*" B, € R"™™ (' € RP*™ are constant matrices
such that are satisfied the next suppositions:
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S1. The pair (A, B,,) is stabilizable, and
S2. The pair (A, C) is detectable.

3.1.1 Preserving partial-order observers

We propose an Luenberger state observer for the family of
discrete-time systems Ily in order to estimate the unknown
state variables,

Mo - { z(k +1) = AZ(k) + L(y(k) — y(k)) + Buu(k),
' y(k) = C2(k), @ (ko) = wo
(13)

where Z(k) is the estimated state. L € R™*? is the observer
gain associated to the output injection.

The estimation error has been defined as e(k) = Z(k) —
z(k), and the output error is y(k) = 7(k) — y(k). Consis-
tently, the dynamics of estimation error are given by

Je(k+1)
HE'{ (k)

where the matrix A; £ A + LC. From Ilo, the sufficient
conditions are established to define the preserving partial-
order observer for the nominal systems Ily.

= Are(k),
= Ce(k),

e(ko) = €L0, (14)

In the following paragraph we establish the cooperative-
ness conditions for the state observer Ilg.

Definition 8. (Avilés and Moreno (2014)). The observer IIp
is said an upper/lower preserving partial-order observer if

(i). The estimation error system Il is cooperative, that
is, given eg = 0 (—eg = 0), then e(t) = 0 (—e(t) >
0), leading to, if g = xo (zo = Zo) — Z(t) >
2 (t) (x(t) = 5(1)), ¥t > 0.

(ii). The estimation error converge asymptotically to zero,
that is || Z(k) — z(k)|| = 0as k = oco. O

The first condition (i) is ensured, if

AL =0 (15)
is a nonnegative matrix, which is provide by the appli-
cation of the cooperative property in the estimation error
system (see Proposition 2). Thus, the condition guarantees
the partial ordering between estimation and state trajec-
tories for all instate times.

An upper and a lower preserving partial-order observer
form an interval observer, whose characteristic behavior
guarantees that the estimations always stay above and
below the true state trajectory.

8.1.2 Control design method

Adding an output feedback control to the system Ilp,
we provide a control based on a lower/upper preserving
partial-order observer,
2(k +1) = Az(k) + L(y(k) — y(k)) + Buu(k),
Iy : { y(k) = Cz(k), =z (ko) = wko,
u(k) = —Ka(k),
(16)
where K € R"*™ is the controller gain. Consequently, the
closed-loop system Ily is combined with the estimation

error system, which can be described by
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where the matrix Ay = A — B,K. In the Theorem 9
is shown the stability condition of the augmented system
(17).

Theorem 9. Consider the nominal system in (17). Suppose
that the conditions (S1) and (S2) are satisfied. The sys-
tem Ilpc is globally exponentially stable in the sense of
Lyapunov if there exist the matrices K, L, P, = P{ > 0,

P, = P2 > 0 and the constants €; > 0, €5 > 0, such that

A,Zf;PlAK - Pl + 61P1 —A,Zl;PlBuK

<
~KTBTP Ak 8 =0

(18)

is fulﬁlled, where T = KTBuplBuK—FA%:PgAL—P2—|—62P2.
Proof.

For the augmented system in (17), a Lyapunov function
candidate is proposed as

V (2(k),e(k)) =z (k) Piz(k) + " (k) P2e(k),  (19)
and its Lyapunov difference along the trajectories of the
system Il;,c, AV (z,e), is given by

21" [AZP A — Py —ALPB,K] [z
e ~KTBTP Ay T, e
< —¢rxT Pz — eseT Pye

where Y, = KTB,P,B, K + AEPQAL — P5. Then, the
origin, (k) = 0, e(k) = 0, is globally exponentially
equilibrium point of the augmented system ¢ in (17).
[ ]

A main result of this work is presented in the following
Theorem, which considers the design of a preserving order
observer-based control.

Theorem 10. Consider the nominal system Ily. Suppose
that conditions (S1) and (S2) are satisfied. If conditions

e Cooperativeness in (15)
e Stability in (18)

are satisfied, then the augmented closed-loop system IIj,¢
is globally exponentially stable. Moreover, Ily is a preserv-
ing order observer.

Remark 11. Note that the design method presented in
Theorem 10, establishes the stabilization of IIx by means
of output feedback of Ily. Moreover, the Theorem 10
ensures that an upper or a lower estimation bound to the
real state trajectory for all times. It is possible to eject
simultaneously a pair of preserving partial-order observers
depending on an upper and an lower initial state, implying
that the estimations form an interval, which contains the
state trajectory. This is the typical notion of the interval
observers.

3.2 Disturbed systems

Consider the discrete-time linear system

o {

x(k+1) = Axz(k) + Byu(k) + n(k, z(k)), (20)

A
y(k) = Cx(k), = (ko) = 2o,
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where 7(t, z) represents the disturbances and/or paramet-
ric uncertainty affecting to IIp. This term satisfies the
inequality

7 (k,y(k)) = m(k,2(k)) = 7~ (k,y(k))
which implies that the disturbance (¢, x) is bounded by

intervals, where 7% (¢,y) and 7~ (¢,y) are known Lipschitz
functions.

(21)

3.2.2 Preserving partial-order observers for disturbed sys-
tems

In order to estimate the unknown state of Ilp, two
Luenberger observers are proposed, given by

it (k+1) = )+ Buu(k) + 7 (t,y)
Doy +L+ gy k) y(k)), T (ko) = T,
=07 (
(22)
T (k+1) = A7 (k) + Byu(k) + 7~ (t,y)
Do : +L™ (7 (k) —y(k)), T~ (ko) = Ty,
y (k) =Cz™(k),
(23)

where 7T (k) and Z~ (k) are the estimate states of I+
and IT -, respectively. The observer gains are Lt € R"¥9,
L= e R"*q,

The estimation errors are defined as et (k) = 2+ (k) —x(k),
e~ (k) £ (k) — 27 (k), and the output estimate errors as

gt (k) 2yt (k) —y(k), y~ (k) £y — 5~ (k). Therefore, the
error dynamics are given by

et(k+1) = Afet (k) +wT(k), et (ko) = e,
Dy gt (k) = Ce* (k)
wh (k) =7t (k,y(k)) — w(k, z(k))
(24)
e (k+1)=Ape (k) +w (k), e (ko) =ep
Op-: y (k)= ( )
w (k) = (k, (k) — 7 (k,y(k))

(25)
where wt(k) and w™ (k) are errors associated to the
disturbance, which represent the exogenous inputs for the
systems ®p+ and Pp-.

An extension of definition is presented for the family of
linear disturbed systems.

Definition 12. The estimator ®no+ (Pp+) is an upper
(lower) preserving partial-order observer for the disturbed
system ®p, if satisfies the following conditions:

(i). The error system estimation ®g+ (Pg-) is cooper-
ative: if T, = zpo (Tro = Tpy), then z1 (k) =
z (k) (z(k) =z (k)), Vk e N.

(ii). The estimation error converges asymptotically to a
ball centered in the origin with radius g, that is,
[z (k)—z(k)| = B (lz(k)—2~ (k)| — B) ask — oo.
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Note that item (i) of the definition 12, describes the cha-
racteristics of partial ordering between the state estima-
tions and trajectories. This is provide because the system
®pt (®p7) is cooperative, implying that conditions

AL =0 (A} =0)

are satisfied, if the uncertain input w* (k) =
0) Vk € N, and the initial state ezo =0 (e

(=)

3.1.2 Robust control design method

The purpose is to stabilize the perturbed system ®p, and
to bound dynamically the real state trajectory by means
of upper/lower estimations. Thus, we propose a controller
described by

‘PUZ{U

which is based on the upper preserving partial-order
observers ®o+ and lower ®5-, where LT € RPX", L~ ¢
RP*™ and K € R™ ™ are design matrices.

k) = K&t (k) + K2~ (k) (26)

Using the estimation errors defined in the above para-
graphs, the dynamics of the augmented system, composed
by the closed-loop system and the estimation errors, are
described of the form

2(k + 1) Ao, —BuK, BuK ] [ (k)
Drc: ef(k+1)| = 0 At 0 et (k)
e (k+1) 0 0 AL e (k)

(k)

+ | w' (k)

w™ (k)

where AQK =A- 2BuK

The following stability result and output feedback con-
troller design from Section 2 is straightforward.

Theorem 13. Consider the perturbed system ®p. Suppose
that conditions (S1), (S2) and the inequality in (21) are
satisfied. The system ®p¢ is globally ISS with respect to
exogenous inputs, if the matrices K, LT, L=, P, = PT >0
and the positive constants exist ¢; > 0, ¢ = 1,2, 3 such the
next conditions

e Cooperativeness: both A}, A} are nonnegative ma-
trices,

e Practical stability, given by the inequality

©q, *, *
~KTBT P Asg 02, * | <0 (27)
KBYP Ay —~K'BYPB,K, O3

are satisfied with
01 = AT, Pl Ay — P+ 1 P,

©s = KTBTPB,K + A+TP2A+ P, + GQPQ,
O3 = KTBIPB,K + A} + PsA; + (A7) Py + esPs
O

Proof. The demonstration of cooperativeness condition
consists on the application of Proposition 2 in the obser-
vation systems ® g+, ®p-, which implies,
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A7 =0, A7 =0
For the second condition, its proposed a candidate Lya-
punov function for the closed-loop system ®; ¢,

% (a:, et, e_) =2TPiz+ e*'TPg.e+ + e_TPge_ (28)

The Lyapunov difference along the trajectory of &y,

AV (z,eT,e7) is given by the expression
1" ©,, -PB,K, PLB,K] [ =
(2+ —KB};Pl @2, 0 (ijL
e KB P 0 Ch e
—ezl Px 7l Py
S —€9 (6+)TP26+ + (w+)TP2w+
AT _ _A\T _
—€3 (6 ) Pse (w ) Psw

Re-arraying terms to complete squares. the augmented
system ®r,¢ is ISS with respect to the inputs m(t), wt(¢),
w(t). m

The Theorem 13 represents a generalization of the The-
orem 9, when the estimations of an interval observer are
considered in the output feedback controller. However, this
design can be applied to the family of nominal discrete
systems, obtaining an exponential stability in closed-loop
system; Additional the upper and lower estimation errors
converges to zero.

4. COMPUTATIONAL IMPLEMENTATION

The Theorems 9 and 13 state the design of output
feedback controllers based on preserving order (or interval)
observers for a family of discrete-time linear systems,
taking into account absence/presence of disturbances.

The conditions in (18) and in (27) guarantee the stability
property for the augmented systems Il and &y, re-
spectively. The matrix inequality (18) is a special case for
the condition (27), when is only considered a upper/lower
preserving order observer. In general, the inequality in
(27) is described as nonlinear matrix inequalities in the
variables (P;,¢;, LT, L™, K) with i = 1,2,3. There exist
cases in order to convert the nonlinear matrix inequality to
the ambient of LMI’s. For instance, changing the bilinear
term €; P;, i = 1,2, 3 by the term ¢;1, and if (K, L™, L ™) are
fixed, then (27) becomes a LMI in (e, P;),i=1,2,3. Using
the Schur s Complement, the other results are obtalned
The study of this matrix inequality represents analysis for
further research.

The cooperativeness conditions, given by AT =0, A} =
0, A; > 0, nonnegative matrices, represent the partial-
ordering the upper /lower estimations and state trajectory.
This conditions are leaded to the LMI’s; They are LMI’s
in the variables (LT, L™, L).

5. CONCLUSION

In this paper, we develop a design method of preserving
order observer-based dynamic output-feedback controllers
for a family of discrete-time linear systems, considering the
absence and/or presence of disturbances/uncertainties.
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It is shown that the resulting augmented system, which
combines the closed-loop systems with observer error dy-
namics, is globally (ISS) exponentially stable using the
upper/lower estimations, depending on the (presence) ab-
sence of disturbances. Additionally, it is ensured the par-
tial ordering between estimations and state trajectories.
The observers gain can be obtained by solving a Bilinear
Matrix Inequality (BMI) and a Linear Matrix Inequality
(LMI).

ACKNOWLEDGEMENTS

J.D. Avilés acknowledge the support of CONACyT Mex-
ico in the frame of National Posdoctorals Stays (CVU
208496). J. Moreno gratefully acknowledge the financial
support from Fondo de Colaboracién del II-FI, UNAM,
project IISGBAS-122-2014, PAPIIT-UNAM under grant
IN113614, and CONACyT project 241171.

REFERENCES

Alcaraz-Gonzalez, V., Harmand, J., Rapaport, A., Steyer,
J., Gonzalez-Alvarez, V., and Pelayo-Ortiz, C. (2002).
Software sensors for highly uncertain wwtps: a new
approach based on interval observers. Water Res,
36(2515).

Angeli, D. and Sontag, D. (2003). Monotone control
systems. IEEE Transactions Automatic, 48(10), 1684
1698.

Avilés, J. and Moreno, J. (2009). Cooperative observers
for nonlinear systems. Joint 48th IEEE Conference
on Decision and Control and 28th Chinese Control
Conference, Shanghai, China, 6125-6130.

Avilés, J. and Moreno, J. (2013). Preserving order ob-
servers for nonlinear systems. International Journal of
Robust and Nonlinear Control, doi: 10.1002/rnc.2975.

Avilés, J. and Moreno, J. (2014). Diseno de observadores
que preservan el orden para sistemas no lineales usando
transformacion de coordenadas. Congreso Latinoameri-
cano de Control Automdtico.

Avilés, J. and Moreno, J. (2015a). Método para disenar
controladores basados en observadores que preservan el
orden parcial para sistemas lineales. Congreso Nacional
del AMCA, Cuernavaca, Morelos.

Avilés, J. and Moreno, J. (2015b). Observadores que
preservan el orden parcial para sistemas en tiempo
discreto. Congreso Nacional del AMCA, Cuernavaca,
Morelos.

Bernard, O. and Gouze, J. (2004). Closed loop observers
bundle for uncertain biotechnological models. Journal
of Process Control, 14(3), 765-774.

Efimov, D., Perruquetti, W., Raissi, T., and Zolghadri, A.
(2013a). Interval observers for time-varying discrete-
time systems. IEEE Transactions on Automatic Con-
trol, 58(12), 3218-3224.

Efimov, D., Raissi, T., Perruquetti, W., and Zolghadri, A.
(2015). Design of interval observers for estimation and
stabilization of discrete-time lpv systems. IMA Journal
of Mathematical Control and Information, dnv023.

Efimov, D., Raissi, T., and Zolghadri, A. (2013b). Control
of nonlinear and lpv systems: interval observer-based
framework. IEEE Transactions on Automatic Control.

Gouze, J.L., Rapaport, A., and Hadj-Sadok, M.Z. (2000).
Interval observers for uncertain biological systems. Ecol
Modelling, 133(1-2), 45-56.

171

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 7. LINEAR SYSTEMS

Hirsch, M. and Smith, H. (2005). Monotone maps: a re-
view. Journal of Difference Equations and Applications,
11(4-5), 379-398.

Hirsch, M. and Smith, H. (2004). Monotone Dynamical
Systems. Handbook of differential equations: ordinary
differential equations. Vol. II, Elsevier B. V., Amster-
dam 239-357.

Jiang, Z.P. and Wang, Y. (2001). Input-to-state stability
for discrete-time nonlinear systems. Automatica, 37(6),
857-869.

Khalil, HK. (2002). Nonlinear Systems.
New York, USA, third edition.

Mazenc, F., Dinh, T., and Niculescu, S. (2013). Robust
interval observers for discrete time systems of luenberger
type. ACC, Washington USA, 2484-2489.

Mazenc, F., Dinh, T., and Niculescu, S. (2014). Interval
observers for discrete time systems. International Jour-
nal of Robust and Nonlinear Control, (17), 2867—-2890.

Raissi, T., Efimov, D., and Zolghadri, A. (2012). Interval
state estimation for a class of nonlinear systems. IEEFE
Trans. on Aut. Control, 57(1), 260—-265.

Prentice Hall,



@)) NS
=, UNIVERSIDAD

" (CLCA EAFIT

Automatic Control

Medellin - Colombia

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 7. LINEAR SYSTEMS

Graph Transfer Function Representation to
Measure Network Robustness

David Martinez * Eduardo Mojica Nava **

* National University of Colombia, Bogotd, Colombia (e-mail:
daamartinezva@unal.edu.co).
** National University of Colombia, Bogotd, Colombia (e-mail:
eamogican@unal. edu.co)

Abstract: In this work, we use coates determinant to obtain transfer functions from graphs
and in this way analyze robustness behaviour of networks against perturbations. Furthermore,
we make a comparison between obtained results and values of Sinai-Kolmogorov and Loop
Entropies to observe network performance in terms of noise resilience.

Keywords: Sinai-Kolmogorov entropy, Loop entropy, robustness, Information theory.

1. INTRODUCTION

Network robustness and Entropy have been widely asso-
ciated to compare network configurations and topologies
aiming to define which ones are safer against perturba-
tions. This reveals the importance of Shannon Information
theory in network analysis. However, most of the Entropy
network studies have been based on static network repre-
sentations, i.e, graphs where Laplacian spectral analysis is
not performed. In this work, we explore robustness con-
nection between networks and a pair of measures defined
through Laplacian and Adjacency matrices eigenvalues,
known as Loop and Sinai-Kolmogorov (S-K) Entropies.
To demonstrate how each of them behave against a noise
source, we use a tool named Coates determinant and the
procedure proposed in Desoer (1960) to represent five
different network configurations composed by four nodes
and variable spanning tree number as a Transfer function.

1.1 Preliminaries

Shannon Information Theory Information theory formu-
lation introduced by Claude E. Shannon in 1948 through
his seminal work (Shannon, 1948), which has been widely
studied in many research fields beyond code optimization
in Communications, such as Ecology, Microbiology and
Biology, deepening specifically in two important but in-
versely related concepts, Entropy and Mutual Information.
The former represents how much uncertainty is generated
inside a communication Channel due to external factors
(e.g noise), and the later measures how much information
is shared between the sender and receiver in a communi-
cation process.

To understand the above description consider Fig. 1,
which shows a classical representation of a communication
channel according to Shannon, where the random variable
X represents the delivered message by the sender A and

* Sponsor and financial support acknowledgment goes here. Paper
titles should be written in uppercase and lowercase letters, not all
uppercase.
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A B

Fig. 1. Channel communications from Shannon perspec-
tive.

the the random variable Y denotes the received message
in B. Mutual information measures how much Y seems
to X and Entropy measures the difference between them
(uncertainty in B about what X is).

To measure Entropy it is necessary to have a probability
distribution which describes the likelihood p(x) for every
value & that X can take. Then, if we want to measure
Entropy of X, denoted as H(X), we use the expression

Zp

On the other hand, if we Want to measure the Entropy of
X once the value of Y is known, we need the conditional
probability p(x|y), through which conditional Entropy
H(X]Y) is given by

) logy p(z).

H(X|Y) =

Zp

Finally, to measure how much 1nf0rmation about X is con-
tained in Y (mutual information) we use the expression

Zp (x]y) logs p(xly)-

I(X,)Y)=H(X)—- HXI|Y).
The above equations have been used for a long time in
communications engineering, however, these have had a
big application in population evolution, molecular chains,
social behaviours between others, in areas such as Biol-
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ogy, Microbiology, Ecology, Sociology and other fields of
Engineering through graph analysis. In next sections we
are going to show one of this applications, specifically in
network robustness.

Complex Networks and Information Theory  Graph and
Complex Networks theories have had high relevance in
last years in Engineering, specifically in applications such
as social and sensor Networks, Internet, and smart grids,
to model and design them. On the other hand, there
exists a raising interest to involve Information theory
definitions, specially Entropy and Mutual Information, to
analyze topology, robustness and security from a static
point of view, i.e, graphs whose behaviour is not described
by spectral analysis but through algebraic mechanisms
(Rashevsky, 1955; Solé R. V., 2004). As a result, some new
perspectives have appeared to include not only Shannon
Entropy but also physical and statistical definitions such
as Von Neumann and Kolmogorov-Sinai entropies, to
explore network behaviour by means of Laplacian spectral
analysis to study dynamics and evolution. The following
two sections describe the most important works which
relates Entropy, Complex Networks and Graph theories,
developed both in statical and dynamical environments.

1.1.2.1. A static perspective  As we mentioned before,
Entropy requires a probability distribution to be calcu-
lated, and in this regard, some methods have appeared.
First, Rashevsky (1955) and Trucco (1956) use node de-
pendence or automorphism concept to split the graph in
vertex sets, then, dividing the number of nodes in each set
by the total amount of nodes in the graph, it is possible to
assign a probability for every one. In contrast, in Dehmer
(2008) the probability distribution is obtained attributing
a probability to each node instead of a set of them, which
avoids difficult algorithms necessary to obtain graph au-
tomorphisms or vertex partitioning. Other related works
have used degree distributions of network topologies such
as Scale Free or Random networks to find Entropy values,
meanly to describe graph heterogeneity, which is inversely
correlated with network symmetry (Xiao et al., 2008).

1.1.2.2. A dynamic perspective A different research have
shown ways to obtain Shannon Entropy using spectral
graph analysis instead of probability distributions. Some of
them have emerged to find similarities between Quantum
mechanics concepts (Gibbs and Von Neumann Entropies)
and Shannon theory, meanly aiming to employ MaxEnt
principle in other research areas such as Ecology, Biology
and Physics. First, Passerini and Severini (2008) compute
Von Neumann Entropy (an extension of Gibbs Entropy)
through a probability distribution taken from the nor-
malized graph Laplacian, demonstrating that graphs with
long paths (less quantity of short paths), connected com-
ponents and regular shapes have higher Entropy values.
Secondly, Anand and Bianconi (2009) calculate Gibbs En-
tropy through graph adjacency matrix and a probability
distribution of having connected two nodes. This work
shows a way to find a “canonical network ensemble” which
satisfies structural constraints as link or node number, i.e,
a set of network configurations that can accomplish the
same function using the same resources.
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In addition to Gibbs and Von Neumann Entropy ap-
proaches, Sinai-Kolmogorov Entropy is implemented in
Demetrius and Manke (2005) to measure how much skill
has a network to reject fluctuations. Its value is calculated
from the largest Adjacency matrix eigenvalue (A) through
the following expression:

H =log(\). (1

)
According to Demetrius et al. (2004), network Entropy (H)
is directly correlated with the fluctuation decay rate (R),
which is defined as:

, 1
R = lim {tlogPe(t)] ;

where P,(t) is the probability that the sample mean
deviates more than € from its unperturbed value at time
t. Therefore, for high values of R, network fluctuations
tend to be short, whereas for low values, those tend to
be longer. Consequently, since H and R are positively

correlated, Entropy is a measure of network robustness
2

1

On the other hand, a novel definition, named loop Entropy,
has been established in De Badyn et al. (2016), which is
given by the following expression:

Sg = z”: logA;,
i—2

where \}s are the eigenvalues of the graph Laplacian Lg
and n is the number of nodes. The sum begins from 2
because A\; = 0. There is a set of non negative eigenvalues

associated to a sub-matrix Lén_l} (Dirichlet Matrix) of
Lg, which is obtained by arbitrary elimination of the <
row and the ¢ column of Lg. In this sense it is possible
to obtain an Entropy expression in terms of this Dirichlet
Matix as follows:

n—1
Sg =Y loghi(LY" ") + log(n),
i=1
which results in:
Sg = log (n7(G)) , (2)

where 7(G) is the number of spanning trees in the graph.
The above result shows a direct relation between Entropy
and the number of spanning trees of a graph, which means
that the network robustness increases with the number of
spanning trees.

1.2 Coates Determinant

Following the procedure in Desoer (1960), it is possible
to obtain a transfer function for every graph turning it
into a flow graph, which is a directed graph where each
node has a self-loop. This process is based in the Coates
Determinant, which is given by the next expression:

Ac=(=1)" Y ()" C(Go)p,

p

1 Sample mean indicates that R is taken in a process where data
collection is performed.

2 Results in Demetrius and Manke (2005) shows that also in this
case, Entropy and short paths are inversely proportional, therefore
a Scale Free network is more robust than a Regular or Erdés-Renyi
case.
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where L, is the number of directed loops in the pih
connection, Go is the flow graph G with the source node
0 deleted and C'(Go) is the summation of the connection
gains (Desoer, 1960).

The next example explains this procedure(De Badyn et al.,
2016).
Example: Initially we have the graph in Fig. 2.

1 2

3 4
Fig. 2. 4 node graph with 4 spanning trees.

Using the procedure shown in Desoer (1960), we transform
the previous graph into that shown in Fig. 3, which
represents the denominator for the Transfer Function.

Fig. 3. Denominator graph.

In the same way, Fig. 4 represents the numerator graph
for the Transfer Function. Observe that node 1 has a link
from an external agent (source node), which means that it
is taken as a leader and receives an input connection. In
other words, the transfer function is solved for x;.

Fig. 4. Numerator graph.

According to Mesbahi and Egerstedt (2010) the con-
trolled consensus dynamics expression is given by

& = —Lg + Bu(t) + Gw(t), (3)
where w(t) represents a random disturbance to the net-
work, x(t) the states of the nodes, and u(t) is the control
input. On the other hand, in De Badyn et al. (2016) is
shown an expression that represents a transfer function
representation for (3), which has the form:

sI+Lg —B
Tle) — BT 0
(5)* ‘SI—FL(_;‘ 9
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where every self-loop of the flow graph has a weight
of s+Lg;;. Therefore, following the above procedure and
using (3) to find Numerator and Denominator expressions
as is exposed in Desoer (1960), we obtain the transfer
function for the graph of Fig. 2, which is given by

T() s34+ 6524+ 10s+4
s) = .
s* 4+ 8s3 4+ 2052 + 165

2. METHODOLOGY

In this section we find Loop and Sinai-Kolmogorov entropy
values for 4 different graphs whose spanning tree number
varies. Then, using coates determinant and flow graphs
representations for each one, we obtain a transfer func-
tion representation for each case and show the network
behaviour against a disturbance emulated by means of a
noise source.

2.1 Transfer Functions

In Fig. 2.1 and Fig. 6 are shown each analyzed graph.
Following the procedure exposed in Desoer (1960) and in
De Badyn et al. (2016) we find each transfer function,
which are presented in Table 1.

1
1 2
:I 2
4 3
4 3

Fig. 5. Left: 4 nodes and 1 spanning tree graph.Right:
The same graph including branches.

1
1 2
2 I I
3
4 3 4

Fig. 6. Left: 4 nodes graph with 3 spanning trees. Right:
complete graph with 4 nodes and 16 spanning trees.

Table 1. Transfer functions for each graph

Graph Transfer function T'(s)
4 nodes, 1 spanning tree %
s*4+6s°+10s<+4s
4 nodes, 1 spanning tree with branches %
4 nodes, 3 spanning trees m%
4 nodes, 16 spanning trees m%
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2.2 Entropy Values

Using the expressions given by (2) and (1), which corre-
sponds to Loop and Sinai-Kolmogorov entropies respec-
tively, we obtain the values depicted in Tables 2 and 3.

Table 2. Loop-Entropy values for each graph

Graph Loop-Entropy
4 nodes, 1 spanning tree 1.3863
4 nodes, 1 spanning tree with branches 1.3863
4 nodes, 3 spanning trees 2.4849
4 nodes, 4 spanning trees 2.7726
4 nodes, 16 spanning trees 4.1589

Table 3. S-K Entropy values for each graph

Graph S-K Entropy
4 nodes, 1 spanning tree 0.4812
4 nodes, 1 spanning tree with branches 0.5493
4 nodes, 4 spanning trees 0.6931
4 nodes, 3 spanning trees 0.7748
4 nodes, 16 spanning trees 1.0986

The results shown in Table 2 indicate that there is no
difference in Loop entropy values for graphs with the same
spanning tree numbers. It is observable in the case of
one spanning tree graph. However, in Table 3 there is a
distinction between those values, indicating a difference in
robustness in spite of having the same quantity of spanning
trees.

2.8 Relation Between Robustness and Spanning Trees
Number

As we mentioned in previous sections, entropy and ro-
bustness have a direct relation. In this section we probe
this assumption observing perturbation responses of each
transfer function, demonstrating that almost in all cases,
those networks with more spanning trees have better
performances against noise. However, some cases where
networks have more connections and therefore more span-
ning trees, do not present good performances in terms
to noise response as we can observe in Figs. 7, 8, 9, 10
and 11. On the other hand, it is possible to note that
the Kolmogorov-Sinai Entropy describes more precisely
robustness in graphs, which is visible if we compare the
data in Table 3 with results shown in the next set of
figures. Besides of this, we can note that a graph with three
spanning trees has better response to noise than a graph
with four spanning trees and that those graphs with more
connections tend to have unfavourable noise responses in
spite of having high entropy values.

3. CONCLUSIONS

The results of this work have shown that Sinai-Kolmogorov
Entropy is more precise than Loop entropy to elucidate
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input signal
ouput for 1 spanning tree transfer function

Fig. 7. Input vs. response for a 4 nodes and 1 spanning
tree.

input signal
ouput for 1 spanning tree with 2 branches transfer function

T

0.

3
—_—

o

05 F

L 13
———————
e

Fig. 8. Input vs. response for a 4 nodes and 1 spanning
tree with 2 branches.

25

input signal
ouput for 3 spanning trees transfer function

Fig. 9. Input vs. response for a 4 nodes and 3 spanning
trees.

how much robustness has a network, as we can note
comparing the case of a graph with two branches and the
cycle graph, both with four nodes and one spanning tree.

On the other hand, it is possible to observe that in
spite of having more spanning trees and therefore more
node connections, some networks do not present good
noise responses, which could be associated to the increase
of paths for its spreading. In contrast, networks with
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Fig. 10. Input vs. response for a 4 nodes and 4 spanning
trees.
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input signal
ouput for 4 spanning trees transfer function
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input signal
ouput for 16 spanning trees transfer function

W

Fig. 11. Input vs. response for a 4 nodes and 16 spanning
trees.

o
3}

S}

branches and low number of spanning trees can offer good
possibilities to improve noise responses.
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Abstract: In this work it is addressed the problem of the stabilization and control of a specific
class of high-order unstable linear systems with time delay. The system under consideration has
one unstable pole, ¢ stable poles and a minimum phase zero. Sufficient conditions to guarantee
the stability of the closed loop system by a modified PI scheme are provided. The proposed
strategy consist of a modified version of the traditional PI controller, which include a first order
filter and conduces to the, here called, PI; controller. This new scheme allows the improvement
of the existing results when a traditional PI is used for high-order systems with time delay. The
proposed result is illustrated by its application to a numerical example: control of a Continuously

Stirred Tank Reactor (CSTR) linear model.

Keywords: Unstable system, minimum phase zero, time-delay, modified PI control.

1. INTRODUCTION

Time delays often arise in control systems, either from
delays in the process itself or from delays during the
processing of sensed signals. Industrial processes often
presents time delays introduced by the finite time that
material takes to flow through pipes. In the same way time
delay could be produced due to heat and mass transfer
in chemical industries, heavy computations and hardware
restrictions of computational systems, high inertia in sys-
tems with heavy machinery and communications delays in
space craft and remote operation.

Typical examples of systems exhibiting time delays are
chemical processes Richard (2003), transportation sys-
tems, communication and power systems Franklin et al.
(1995); Wang et al. (1999). In some others cases, delays
are introduced by sensors and actuators devices Xian et al.
(2005), Liu et al. (2005). In most cases this phenomenon
is one of the main causes of instability and poor perfor-
mance and it produces, in general, unwanted behaviors
in dynamical systems. So, it is necessary to take special
attention to the stability analysis and controller design to
handle systems with time delays. Thus, there exist great
motivation for the study of effects causing a time delay
in dynamic systems Hu and Lin (2001), Trentelman et al.
(2001) and Shamsuzzoha et al. (2009). In addition, the
problem becomes more complicated when the system not

* M. Velasco-Villa is on sabbatical stay supported by Conacyt (No.
260936) from Mechatronic Section of the Electrical Engineering
Department.
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only has a time delay but also it is unstable. For this
reason, the interest of dealing with unstable processes
containing a delay term has been growing in the control
community Lee et al. (2010), Sipahi et al. (2011) and Gu
et al. (2003) recently.

The control problem of time delay systems has been
studied by different perspectives. The simplest approach
consists on the approximation of the delay operator by
means of Taylor or Pade series expansions which leads to
a nonminimum- phase models with rational transfer func-
tion representation Munz et al. (2009). Another approach
is to compensate the effect of time delays by removing the
exponential term from the characteristic equation of the
process. This technique was introduced by Smith (1957)
and it is well-known as Smith Predictor (SP). This tech-
nique does not have a stabilization step which restricts
its application to open-loop stable plants. To deal with
this disadvantage, some modifications of the original SP
structure have been proposed (for instance Palmor (1996),
Seshagiri et al. (2007), Kawnish and Choudhury (2012)).

Another solution to control delayed systems is to use a
Proportional-Integral- Derivative (PID) controllers. PI1D
controller is widely used in the control of industrial pro-
cesses due to its simple structure in many practical pro-
cesses (Silva et al. (2005)). Also, they are frequently used
to stabilize unstable time-delay processes. However, sta-
bility conditions for such processes are a very challenging
topic. Huang and Chen (1997), use root locus diagrams
to study the stabilizability problem of unstable delay pro-
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cesses using simple controllers and show that a normalized
time delay should be less than 1 for P/ PI controllers, while
it should be less than 2 for the case of PD controller.

Silva et al. (2005), investigated the complete set of stabi-
lizing PID controllers based on the Hermite-Biehler the-
orem for quasi-polynomials. This approach requires a lot
of mathematical processing, in case the system has large
dimension. Moreover, this approach does not provide an
explicit characterization of the stabilizing PID parameter
in terms of the maximal time delay. Hwang and Hwang
(2004) applied the D-partition method to characterize the
stability domain in the space of system and controller
parameters. Thus, the stability boundary is reduced to a
transcendental equation, and the whole stability domain
is drawn in a two-dimensional plane by sweeping the re-
maining parameters. However, this result only provides a
sufficient condition regarding the size of the time delay for
stabilization of first-order unstable processes.

In Xiang et al. (2007), a frequency approach for the design
of P/PI controllers focused on the specific class of second
order systems with an unstable pole was introduced. With
a similar approach, in Lee et al. (2010), a generalization
for high order systems with an unstable pole is given. In
both cases, the stability results are obtained in terms of
the upper bound of the time-delay, however they do not
address the problem of systems with a minimum phase
Z€ro.

In this work, a modified version of the traditional Pl
control scheme is proposed . This new control strategy
will be denoted henceforth as a PI; controller. This
new scheme, besides of keeping the basic properties of a
conventional PI controller such as disturbance rejection
and reference tracking of step type signals, also allows the
stabilization and control of the same family of systems
considered in Lee et al. (2010), but with the advantage
of the delays supported by this new scheme are larger
than those supported by the traditional PI. Additionally,
one of the main advantages of the PIy is that it can deal
with unstable systems which include a transmission zero,
which is an interesting feature from the control point of
view. Sufficient conditions to stabilize high-order unstable
systems with time delay and a minimum phase zero are
presented in this work. The stabilization conditions are
expressed in terms of the maximum allowable time—delay
magnitude. Also it is provided a procedure for determining
the parameter ranges of the stabilizing controller. The
proposed control scheme is illustrated by a numerical
example to control the temperature in an unstable linear
model of a Continuously Stirred Tank Reactor (CSTR).

The rest of the work is organized as follows: Section 2
presents the problem statement. Section 3 addresses the
proposed control strategy, establishing the sufficient con-
dition for the existence of a stabilizing control structure. In
Section 4, the results are applied to a numerical example.
Finally in Section 5 the conclusions are presented.

2. PROBLEM STATEMENT

Consider the following class of single input single output
(SISO) linear time invariant systems (LTI) with delay in
the input-output path given by,
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with v, &, and S > 0. Note that the system has an
unstable pole, g stable poles, a zero in the left half complex
plane s and time delay 7 > 0. The objective is to provide
sufficient conditions to stabilize this class of systems by a
PI-modified (PIy) illustrated in Fig. 1.

Fig. 1. Proposed control strategy Pl

The PI; control represented in Fig. 1 is given by,

H(s):kp<1+]?+slf¢). (2)

The proposed Py control consists of a modification to the
conventional structure of PI controller by adding a first
order filter. In this approach is proven that a proposed
PI; controller not only improves the stability conditions
reported in the literature using the traditional PI, but
also the PI; keeps the basic properties of a PI controller;
disturbance rejection and reference tracking of step type
signals.

3. PROPOSED CONTROL STRATEGY

This section present sufficient conditions to stabilize the
close-loop system (1)-(2). Note that this control strategy
produces an open-loop transfer function @(s) represented
by,

Q(s) = H(s)G(s)e ™. (3)

To design a control strategy, the following theorem is
stated.

Theorem 1. Consider the class of high-order time-delayed
system with one unstable pole and a zero in the left half
complex plane give by (1). There exists a PI; controller
given by (2) such that the corresponding closed—loop
system is stable if,

Proof. Suppose that condition (4) is satisfied. Due to the
freedom selecting the parameter ¢ of the PI; controller
given by (2), it is possible to obtain a cancellation of the
zero of the system (1) by ¢ = . Therefore, the open-loop
response is obtained as,
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((G0)? + (kg + ki + @)jw + ki) (wtBY
V) Le+B) [ ]2 ) (G + 6m)

Qjw) = kpa e 99T, (5)

Jw (Jw =

In order to facilitate the analysis, it is possible to consider
the following change of variables for k,, k; and k; such
that,

kp =ky(ky + ki + ¢)

ol
! ky+ki+o (6)
. ki¢

ki = kit+ki+¢”

From (6), the open-loop response (5) can be rewriten as,

(G)? + (E)jow + &)
joo (G =) Ty G2+ 0)

Q(jw) = lc},k:}oz eI, (7)

To simplify the analysis, let us consider k; = 0. Then, the
phase and magnitude expression in the frequency domain
of (7) are given by,

q

w) =3 arctan (%)

m=1
(8)

LQ(jw) = — (ﬂ' — arctan (i) ) —w7'+1rctan
vy

-9

_ 14 F w2

MQ(jW) :klﬂa 2 2 +<1 L= 2 2\
(W2 + ) 1L (w2 + 6m°)

)

Taking into account the Nyquist stability criterion, system
(7) will be stable if and only if N + P = 0, where P the
number of poles in the right half complex plane and N the
number of rotations to the point (—1,07). In this case, as
P =1, it is required to have a counterclockwise rotation
to the point (—1;0) in the Nyquist diagram.

Therefore, since the phase expression has an initial value
of —m and assuming that condition (4) is satisfied, to
have a counterclockwise direction in the Nyquist diagram
the magnitude expression Mg(;,) must be an strictly
decreasing function of w and the phase expression /Q(jw)
must be an increasing function of w. From this fact, it is
possible to prove based on (4) that,

d [ M3
- 4 <0 (10)
ky a 0
and
L 1Quw)| >0 (1)
dw Jw

w=0

Consequently, if (4) is satisfied, there exist gains kp, ks and
k; such that the system (1) is stable in the closed-loop.
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Therefore, from the decreasing and increasing properties
stated in (10) and (11), and after some computations, the
set of stabilizing k¢ values are given by,

;+m§q_:1 (%) (12)

1 1

—+ > —<ks<
Y

When the integral part k; is considered to be different from

zero, the phase expression /Q(jw) and magnitude expres-
sion Mg ;. are represented by (13) and (14), respectively

. w
[Q(jw) = — (71' — arctan (E)) —wr+
_ k; 1 w
t k — t — 1
arc an( W — w) zz:larc an(bm> (13)
_ N
_ 1+ (kfw — %)
Mg (juw) = kpa (14)

(w? 4+ @) 18—y (@2 +bm”)

Taking into account k; = 0 the magnitude expressions
(14) and (9) are equivalents. In the same way, it can
also be noted that (13) is equivalent to (8) when k; = 0.
Considering this fact, it is possible to follow the principle
of argument continuity for k;, this is, it is always possible
to choose a small enough k; gain such that conditions (10)
and (11) are fulfilled. Thus, once an stabilizing ks gain is
found, it is always possible to choose a small enough k;
gain such that the Nyquist stability criterion is satisfied
and the system (7) can be stabilized by a PI; controller.

From this fact, if the phase and magnitude condition are
satisfied, then there exists a adequate k, > 0 such that the
Nyquist diagram will start in the correct position and with
a counterclockwise rotation, then the Nyquist stability
criterion will be satisfied. The range of k, values is given

by,

k_il?(wcl) < k_P < k_P(wC2)

with we, < we, being the first two phase crossover frequen-
cies solutions of),

_ q
) _ ki )

arctan (wc1 )—wcT+arctan krwe;, — L arctan (wcl ) =0.
Y We; Om

m=1
(15)

where w,,_, , are crossover frequencies and kp(we,) are
given by

kp(we,) = — (W2 +92) [Ty (w2 + 6m?)

We, ) = .

Y m 1+(k_fw —’51‘)2
Cq w,

Ci

(16)
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Thus, if condition (4) is is fulfilled, there always exist ky,
k; and kp gains which are able to stabilize systems of the
class (1) in close-loop by using a PI; control structure.

Remark 2. It is worth noting that the proposed PI; con-
troller, in this work, not only maintains the basic proper-
ties of a convencional PI controller regarding disturbance
rejection and reference tracking of step type signals. Be-
sides, it presents two advantages over P/PI controller;
as the stability condition s improved adding the term

\/ 2 + Zm 1 6 27
wzth larger delays than the ones allowed by the conven-
tional P/PI controller. The second advantage is that the
PI; control allows state conditions to stabilize systems
with a zero which have not been addressed in the literature.

i.e., the Pl allows stabilizing systems

4. NUMERICAL EVALUATION
4.1 Control of CSTR by modified-PI controller

The following example has been taken from Bequette
(2003). Tt is considered the chemical process of a unstable
continuos stirred tank reactor. A general description of a
CSTR is shows in Fig. 2

Reactants

i'"" P

!

Reactor

Jacket
Cooling liquid (¢ .

Pump
D N
output I I l

Fig. 2. Unstable continuously stirred tank reactor (CSTR).

Cooling liquid input

PI+f controller

o ————

Mixer

Products

The purpose of measuring the temperature in a reactant
A is to manipulate the speed of the chemical reaction and,
thus, to improve the selectivity of the reaction system. To
remove the heat of the reaction, the reactor is surrounded
by a jacket (coolant jacket) through which flows a coolant.
Often, the heat transfer fluid is pumped through agitation
nozzles that make the fluid circulate through the jacket at
high velocity as you can see in Fig. 2.

From Bequette (2003) system parameters are listed in
Table 1.

Differential equations of the process shown in Fig. 2 are
characterized as follows:

(1) The balance of the mass on component A is,

dc
Vd—t’“ =FCup—FCp—V,,
with
= kge 7RATE Ca
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Table 1. CSTR parameters.

Description Variables Values Unit
Volume of the reactor v 85 ft3
Activation. energy —AE 32,400 Btu/lbmol
Heat transfer coefficient U 75 btu/hr°F
Heat of Reaction —AH 39,000 Btu/lbmol PO
Heat transfer area A 88 ft?
Frequency factor ko 16.9621012 hr—1
Ideal gas constant R 1.987 Btu/lbmol® F
Volume cooling liquid in the chamber % 21.25 13
Heat capacity on reactor with density of the reagent pep 53.25 Btu/ft? °F
Density of the cooling liquid with heat capacity of the . 30
5Cp3 55. SOF
cooling liquid Picpi 55.6 Btu/ft

where 74 is the rate of reaction per unit volume, kg
is the frequency factor, AFE is the activation energy
and R is the ideal gas constant, such that,

F —
§§E,:47(oAf-cA)_k@eﬁ%gcg. (17)

dt \%
(2) Energy balance in the reactor,

dl _F —AH,  (55F) UA
=y T =T+ g hoet T Ca = o p (T =T
(18)
(3) Energy balance in the cooling liquid,
aT;  Fjf UA
== (T ———(T-T). 1
dt v ( Jif J) + Vip;Cpj ( i) (19)

To get a linear representation of the CSTR model, the
jacket temperature 7} is considered as the manipulated
(input) variable and the temperature of the CSTR T}, as
the controlled (output) variable. A tangent approximation
will be obtained by considering the operating point (de-
tailed descriptions of these parameters can be found in
Bequette (2003)),

(C?{faszlaFovFjof7T07T]('J7T;7Tjof) =
(0.132,0.066, 340, 28.75, 101.1, 55, 60, 50).

where C9 is the concentration of the product A, F°
is the concentration of the product A, F?; is the flow
cooling liquid (reactor jacket), T° is the temperature in
the Reactor, T7 is the temperature in the cooling liquid
(reactor jacket), 17 is the Input temperature product A
and T7; is the coohng liquid temperature at the input-
liquid.

The linear representation around the considered operating
point it is obtained as,

T;(s)
Tjr(s)

Notice that the linear system (20) is of the form given
in equation (1) with 7 = 0 since it has an unstable pole,
a stable pole and a zero . Using high quality sensors to
determine the temperature (7}) in CSRT reactors usually
means high costs. This disadvantage in the sensor gener-
ates a dead-time in the measurement of the temperature,
which creates a problem for the control strategy design,
that increases its difficulty when the system is unstable.
For that reason, it is possible to consider this effect by

0.8714s + 6.963
= . (20)
5%+ 2.848s — 1.132
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adding an adequate time—lag to equation (20), that for
this kind of reactor, the time—delay in the concentration
measurement is approximately 0.3 hr. this produces,

87145 + 6.
_ 08714546963 5, (1)
s2 +2.848s — 1.132

T;(s)
Tjs(s)
Taking into account equation (1), the system parameters
(21) are v = 0.35, § = —3.20, = 7.97 and 7 = 0.3. From

the stability condition shown in Theorem 1 and assuming
that m =1,

ozl 1, [T
T=0. - — = —t+ 5=

v 0 7?
therefore, system (21) can be stabilized by a PI; con-
troller. To get the controller, the first step considers the
free pole ¢ given by the PI; which is located on the same
position as zero § in order to cancel this dynamic. Then,
¢ = 7.97. From equation (12), the range of values for the
stabilizing gain ky is —2.21 < ky < 2.84.

Considering k_f = 0.1176, the gain k; must be small
enough to satisfy the conditions (10) and (11). For this
case k; = 0.022.

From (15) and (16) the range of stabilizing gain k, is given
by 1.37 < k: < 14.06. Considering k: = 2, the PIf control

is represented as:
n 0.51
s+797)°

In order to illustrate that the Nyquist stability criterion
has been satisfied, Fig. 3 shows the existence of counter-
clockwise rotation to the point (—1,0j) in the Nyquist
diagram.

0.023

PI; =0.23 (1 +

Imaginary Axis

-16 -14 -12 -1 -08 -06 -04 -02 0 02
Real Axis

Fig. 3. Nyquist diagram.

Fig. 4 illustrates the control strategy performance regard-
ing the reactor concentration when an unitary input refer-
ence is considered. A continues line shows the nominal sys-
tem performance while a dotted line represents the system
performance with a uncertainty of 28% in the time delay
such that 7 = 1.8. In addition, the PI; controller proves
its effective disturbance rejection for step-type inputs with
fast recovery when a disturbance occurs at 100hrs. Finally,
the control signal is illustrated in Fig. 5
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1.4
—— CSTR nominal response

= = = CSTR response with delay uncertainty up to 28%.

1.2f

. EN o AN

1F 1 ’ 1y =
' e ’ <s

~ vy 4

-

> 08F
Q

N—r

T 0.6F
0.4r

0.2F . . . 4

0 | | |
0 50 100 150 200

Fig. 4. CSTR response by usmg(he? lﬁ%}

0.05
—— CSTR nominal response
. - = =CSTR response with delay uncertainty up to 28%.
0 4
-0.05F
e
)
_01 L
-0.15r
-0.2 !
0 50 100 150 200

i . Time (hours)
Fig. 5. Control signal.

5. CONCLUSION

This paper presents a sufficient condition for the stabi-
lization of a high order unstable linear systme with time
delay and one “stable” zero by using a modified-PI con-
troller (PIy). Additionally, the procedure to determine the
parameters for the stabilizing gains k,, k; and k; are given
in order to provide an accurate PI; controller tuning. The
proposed scheme not only maintains the basic properties
of a convencional PI controller, but also, the stability con-
dition is improved allowing to stabilize systems with larger
delays than the ones considered by the a conventional Pl
controller. Finally, an unstable continuously stirred tank
reactor was used to verify the performance of the proposed
strategy using a numerical simulation.
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Abstract: In this paper it is introduced a class of non-singular manifolds with predefined-
time stability. That is, for a given dynamical system with its trajectories constrained to this
manifold it can be shown predefined-time stability to the origin. In addition, the function that
defines the manifold and its derivative along the system trajectories are continuous, therefore
no singularities are presented for the system evolution once the constrained motion starts. The
problem of reaching the proposed manifold is solved by means of a continuous predefined-time
stable controller. The proposal is applied to the predefined-time exact tracking of fully actuated
and unperturbed mechanical systems. It is assumed the availability of the state and the desired
trajectory as well as its two first derivatives. As an example, the proposed solution is applied over
a two-link planar manipulator and numerical simulations are conducted to show its performance.

Keywords: Predefined-Time Stability, Sliding Mode Algorithms, Second Order Systems,

Mechanical Systems.

1. INTRODUCTION

Several applications are characterized for requiring hard
time response constraints. In order to deal with those
requirements, various developments concerning to concept
of finite-time stability have been carried out (see for
example: Roxin (1966); Weiss and Infante (1967); Michel
and Porter (1972); Haimo (1986); Utkin (1992); Bhat and
Bernstein (2000); Moulay and Perruquetti (2005, 2006)).
Nevertheless, usually this finite time is an unbounded
function of the initial conditions of the system.

With the aim to eliminate this boundlessness, the notion
of fixed-time stability have been studied in Andrieu
et al. (2008); Cruz-Zavala et al. (2010); Polyakov (2012);
Fraguela et al. (2012); Polyakov and Fridman (2014).
Fixed-time stability represents a significant advantage
over finite-time stability due to its desired feature of the
convergence time, as a function of the initial conditions, is
bounded. That makes the fixed-time stability a valuable
feature in estimation and optimization problems.

For the most of the proposed fixed-time stable system,
there are problems related with the convergence time.
First, the bounds of the fixed stabilization time found
by Lyapunov analysis constitute usually conservative
estimations, i.e. they are much larger than the true
fixed stabilization time (see for example Cruz-Zavala
et al. (2011), where the upper bound estimation is
approximately 100 times larger than the actual true fixed
stabilization time). Second, and as consequence, it is often
complicated to find a direct relationship between the

tuning gains and the fixed stabilization time, making this
time hard to tune.

To overcome the above, a class of first-order dynamical
systems with the minimum upper bound of the fixed
stabilization time equal to their only tuning gain has been
studied (Sdnchez-Torres et al., 2014; Sdnchez-Torres et al.,
2015). It is said that these systems exhibit the property of
predefined-time stability.

In this sense, this paper introduces the concept of non-
singular predefined-time stable manifolds. Similarly to
Jiménez-Rodriguez et al. (2016), the proposed scheme
allows to define second-order predefined-time stable
systems as a nested application of first-order predefined-
time stabilizing functions, with the difference that such
function which defines the manifold and its derivative
along the system trajectories are continuous, therefore no
singularities are presented for the system evolution.

Finally, this idea is used to solve the problem of predefined-
time exact tracking in fully actuated mechanical systems,
assuming the availability of the state and the desired
trajectory and its two first derivatives measurements.

In the following, Section 2 presents the mathematical
preliminaries needed to introduce the proposed results.
Section 3 exposes the main result of this paper, which is
the non-singular predefined-time stable manifold design.
Section 4 presents a non-singular second-order predefined-
time tracking controller for fully actuated mechanical
systems. Section 5 describes the model of a planar two-link
manipulator, where the proposed controller is applied. The
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simulation results of the example are shown in Section 6.
Finally, Section 7 presents the conclusions of this paper.

2. PRELIMINARIES
2.1 Mathematical Preliminaries

Consider the system

&= f(x;p) (1)
where z € R" is the system state, p € R’ represents
the parameters of the system and f : R™ - R" is a
nonlinear function. The initial conditions of this system
are x(0) = xo.
Definition 2.1. (Polyakov, 2012) The origin of (1) is
globally finite-time stable if it is globally asymptotically
stable and any solution xz(¢,z9) of (1) reaches the
equilibrium point at some finite time moment, i.e., Vi >
T(x0) : z(t,z0) = 0, where T : R™ - R, u {0}.
Definition 2.2. (Polyakov, 2012) The origin of (1) is fized-
time stable if it is globally finite-time stable and the
settling-time function is bounded, i.e. 3Ty ax > 0 : Vg €
R™: T'(x0) < Tmax-
Remark 2.1. Note that there are several choices for Ty ax.-
For instance, if the settling-time function is bounded by
Th, it is also bounded by ATy, for all A > 1. This motivates
the following definition.

Definition 2.3. (Sanchez-Torres et al., 2014; Sdnchez-
Torres et al., 2015) Let 7 be the set of all the bounds
of the settling time function for the system (1), i.e.,
T ={Tmax > 0:Vag e R" : T(20) < Trnax} - (2)
The minimum bound of the settling-time function T%, is
defined as:
Ty =inf T = sup T'(zo). (3)
xroeR™
Remark 2.2. In a strict sense, the time Ty can be
considered as the true fixed-time in which the system (1)
stabilizes.

Definition 2.4. (Sénchez-Torres et al., 2014; Sénchez-
Torres et al., 2015) For the case of fixed time stability when
the time Ty defined in (3) can be tuned by a particular
selection of the parameters p of the system (1), it is said
that the origin of the system (1) is predefined-time stable.

Definition 2.5. Let h > 0. For x € R, define the function

l2]" = |z|" sign(z),

with sign(z) = 1 for = > 0, sign(z) = -1 for < 0 and

sign(0) € [-1,1].
Remark 2.8. For x € R, some properties of the function
|- are:

(i) |= ]h is continuous for h > 0.
(ii) |z 1f—slgn(x)

(iii) 2] =] =

(iv) [ ] —Oforh>0

() L= b 2" and Lol = pf"
(vi) For hi,ho € R, it follows:
ho _ |ﬂ')|h1+h2

-zl Jaf
e ] = )" 2] = (2]
e 2] = [l
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h
(vii) For hy,hg >0, then [[x]hl] = [x]hth.

Definition 2.6. (Séanchez-Torres et al., 2014; Sdnchez-
Torres et al., 2015) For = € R, the predefined-time
stabilizing function is defined as:

BT = = exp (o) o1 (@)

C
where T, >0 and 0 < p < 1.

Remark 2.4. Tt can be checked, using Remark 2.3, that the
derivative of the predefined-time stabilizing function (4) is

given by
d®,(z;T.)  exp (|[")
dx  Tp

[ +(1 —p)| |p] Ve+0 (5)

To handle vector systems, the above definitions are

extended.
Definition 2.7. Let h > 0, T. > 0, 0 < p <1 and v =

[vp - wvg]” € RE. Then, the functions sign(-), [", [-]"
and ®,(-; ;) are extended component-wise, as follows:
(i) sign(v) = [sign(vy) Tsign(vk)]T
(i) " =[lod" - o] s
T
(iii) [1" = [lo]" = o]

(iv) @p(v;Te) = [®p(v1;Te) (bp(vk?TC)]T-

Definition 2.8. Let v = [vy vi]" € R¥. Then diag(v)
will denote the k£ x £ matrix defined as

v; 0 0
ding(v) =| 0 2 Y
0 0 - v

Remark 2.5. The properties (i), (ii), (i), (i) and (vi) of
Remark 2.3 remain the same. For v € R*, the derivatives
of the functions ||", Hh and ®,(-;T.) are:

ol . - . . _
% = diag [h[vl]h ! h[vk]h 1] = hdiag [v]h L
h
ool diag [h oy h |vk|h_1] = hdiag |v|"”
v

and

0P, (v;T)  diag d®,(v1;T,) d®,(vi; Te)) ’

v dvy duy,

respectively.

Remark 2.6. 1t is important to note that if £ = 1, all
the extensions reduce to the scalar case considered by
Definition 2.5, Remark 2.3 and Definition 2.6.

From the Definition 2.6 of the stabilizing function, the
following Lemma presents a dynamical system with the
predefined-time stability property.

Lemma 2.1. (Sanchez-Torres et al., 2014; Sanchez-Torres
et al., 2015) The origin of the system

&= -0, (2;1¢) (6)
with T, > 0, and 0 < r < 1 is predefined-time stable with

Ty = T.. That is, z(t) = 0 for t > T, in spite of the z(0)
value.
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2.2 Motivation

Consider the following second order system:
&1 =2
1 7
To = —asign (:UQ + 8| x] é) (™)

where x1,22,u € R and «, 8 > 0. The initial conditions of
this system are x1(0) = 21,0 and x2(0) = z2,.

1
Let the variable o = x5+ |22 and its time derivative given
by

1 _1
¢ =—asign(o) + 55:62 |z1] : (8)

For @ > /2 a sliding motion on the manifold o = 0 is
obtained in finite time. This can verified by evaluating the
dynamics of (8) when the sliding motion starts. Once the
manifold o = 0 is reached, the dynamics of (7) reduces to

i1 =-Blz]? 9)
that is finite-time stable. Therefore, there is a time T =
T(xl’o,aczo) such that o = 0 and x; = 0 for every time
t > T, which implies that x5 =0 for ¢t > T

Remark 2.7. The exposed procedure is the main idea be-
hind of the terminal sliding mode controllers (Venkatara-
man and Gulati, 1992) since the motion on ¢ = 0 is also
finite time stable and, the nested high-order sliding mode
controllers (Levant, 2003) since z; and its derivative x4 are
driven to zero in finite time and the system has a nested
structure.

3. PREDEFINED-TIME STABLE NON-SINGULAR
MANIFOLDS

Similarly to the nested approach presented given in (7)-(8),
in order to obtain a similar second order system but with
predefined-time stability, consider the double integrator
system

1 =T
i’g =Uu (10)
where x1,zo,u € R.
As first attempt, from (4), the variable
1 _
0 = w2+ —— exp(fo1 ") [#]7. (11)
P

with T, > 0 can be used. However, note that the dynamics
of (11) is given by

exp (|x1|p)

Uqu[ ) ] (12)

which has a singularity at xz; = 0. Therefore, the variable
o in (11) is called a singular sliding variable.

Considering that drawback, it is desirable a variable which
provides the same dynamics in ¢ = 0 than these presented
n (11), but avoiding the singularity thus (12) exposes.
With this aim, let the following variables:

o1 =T

0z = (1-p) |22]™7 + (1-p) |®p(1; T.,)] 77,

where [<I>I,(931;Tcl)]ﬁ = [ﬁ]% exp(

(13)

fwa]?) [21] with
0<p<i.
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Hence, the system (10) can be written as

. 1 1
o1 == 1B o)1 - |

1-p
0'2]

(3'2 :|$2|% ’LL+1,ZJ(O’1) LCCQ-| y

where (1) = [ 5] exp (s loral) [plon P+ (1-p)].

Remark 3.1. The variable o5 in (13) is based on the
approach proposed in Feng et al. (2002). However, here
it is not necessary to define fractional powers in terms of
odd integers.

With u = — 22|77 [®,(02; T, ) + (1) |22]], To, > 0 and
0<r<1,it yields
1 I=p
02]

o1 == | [T -
0:2 =- (I)T(UQ;TCQ)-

(14)

The stability analysis of the system (14) is an direct
application of Lemma 2.1. For ¢t > T,,, 02 = 0 and the
system reduces to ¢1 = -®,(01;T¢, ). Then, for ¢t > T,, +T,,
(01,02) = (0,0). Consequently, from (13), (x1,z2) = (0,0)
fort > T, +71,.

Remark 3.2. From (14), it can be noted x5 cannot be zero

before oo = 0. Besides, once o5 = 0, the control signal
becomes
2 2p-1
Ugy=0 = = |T2| 7T (1) [22] = (1) [22] 77T,

which is continuous since 0 < p < % In addition, it can be

observed that the term |x2|ﬁ in the controller vanishes
in predefined time T,, avoiding a singularity at z = 0.

4. PREDEFINED-TIME TRACKING CONTROLLER
OF A CLASS OF MECHANICAL SYSTEMS

4.1 Problem Statement

A generic model of second-order, fully actuated mechanical
systems of n degrees of freedom has the form

M(q)i+C(q,d)q+P(q) +v(q) =, (15)
where ¢,¢,§ € R™ are the position, velocity and
acceleration vectors in joint space; M(q) € R™™ is
the inertia matrix, C(q,¢) € R™"™ is the Coriolis and
centrifugal effects matrix, P(q) € R™ is the damping effects
vector, usually from viscous and/or Coulomb friction and
~v(q) € R™ is the gravity effects vector.

Defining the variables z; = ¢, 2 = ¢ and u = 7, the

mechanical model (15) can be rewritten in the following
state-space form

T1 =9

&g = f(x1,22) + B(x1,22)u,
where f(z1,22) = -M " (21) [C(z1,72) 2 + P(22) +7(21)],
B(x1,22) = M~(2) are continuous maps and the initial
conditions are x1(0) = 21,0, 2(0) = z2,0.

Remark 4.1. The matrix function M(zy) is, in fact,
invertible since M (x1) = M7 (x,) is positive definite.

(16)

A common problem in mechanical systems control is
to track a desired time-dependent trajectory described
by the triplet (qq(t),qa(t),Ga(t)) of desired position
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qa(t) = [qa, (1) qa,(t)]" € R, velocity ga(t)
[Ga, () da,(H)]F € R™ and acceleration ¢g(t)
[Ga, () da, (t)]* € R™, which are all assumed to be
known.

To be consequent with the state space notation, the desired

position and velocity vectors are redefined as z14 = qq4

and x4 = ¢4 = &1,4, respectively. Then, defining the error

variables as e = x1 —x1,q4 (position error) and es = x2 -2 4

(velocity error), the error dynamics are:
€1 =€

f($1,$2)+B(I1,I2)U—I.Z}Ld, (17>

€9 =
with initial conditions e;(0) = e1,0 = 21,0 — 1,4(0), e2(0) =
2,0 = T2,0 — 2,4(0).
The task is to design a state-feedback, second-order,
predefined-time controller to track the desired trajectory.
In other words, the error variables e; and ey are to be
stabilized in predefined time with available measurements
of 1, x2, 1 4, 2,0 = 1,4 and 1 4.

4.2 Controller Design

With basis on Definition 2.7, consider the non-singular
transformation
S1=¢€1
_1
s2=(1-p)le2]™7 +(1-p)|®
with 0 <p< %

1 18
P(el;TmﬂE? ( )

From (17), the dynamics of the system in the new
coordinates (s1, $2) can be written as
. A 1-p
$1=— [ Pp(s1;Te,) ™7 - 1 _psz]
S =diaglea| ™" [f(@1,22) + B(x1,22)u - &1,4] + ¥(s1)e2,

(19)
—— 8<I> (81, 1)
| 2efaita),

where ¥(s1) = diag|®,(s1;T¢,)

Hence, for the system (19) the following controller is
proposed:

—B_l($17$2)[f(3317332) —T1,dt

ding |eal T [W(s1)es + @, (si Toy)] ] (20)
with 0 <r <1 and T, > 0.

Thus, the system (19) closed-loop with the controller (20)
has the form

. 1 1 I-p
51 = —l[@p(sl;Tcl)]l"’ 1 _psz]
S9 = —(I)T(O'Q;TC2).

(21)

Taking into account the structure of the system (21), the
following theorem states the tracking of the system (15).
Theorem 4.1. For the system (15), ¢ = g4 and ¢ = ¢q for
t>Te, +T,.

Proof. The proof is similar to the stability analysis carried
out in Section 3 and, hence, is omitted.

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 7. LINEAR SYSTEMS

5. EXAMPLE: TRAJECTORY TRACKING FOR A
TWO-LINK MANIPULATOR

Consider a planar, two-link manipulator with revolute
joints as the one exposed in Utkin et al. (2009) (see Fig.
1). The manipulator link lengths are L; and Lo, the link
masses (concentrated in the end of each link) are M; and
Ms. The manipulator is operated in the plane, such that
the gravity acts along the z—axis.

Examining the geometry, it can be seen that the end-
effector (the end of the second link, where the mass M, is
concentrated) position (2, ¥y, ) is given by
Xy = L1 cos(q1) + La cos(q1 + q2)
w = L1 sin(qy) + Lasin(qy + q2),
where g1 and go are the joint positions (angular positions).

My

Figure 1. Two-link manipulator.

Applying the Euler-Lagrange equations, a model according
o (15) is obtained, with

mi1 = L?(Ml + Mg) + Q(LgMQ + L1L1M2 COSQQ) - L%Mg

mig = may = L3 My + L1 Ly Ms cos ga

Moy = L3 Mo
h = L1L2M2 Sil’lqg
C11 = —hlb
c12 = —h(d1 + 42)
c21 = hdy
co2 =0,
mi1 Mo . C11 C12
M = C =
@@=z ] ot = o o]

P(d)=[8]7 v(q):[g]-

The absence of gravity term is because the manipulator is
operated in the plane, perpendicular to gravity. Note also
that friction terms are neglected.

For this example, the end-effector of the manipulator is
required to follow a circular trajectory of radius r4 and
center in the origin. To solve this problem the controller
exposed in Section 4 is applied.

6. SIMULATION RESULTS

The simulation results of the example in Section 5
are presented in this section. The two-link manipulator
parameters used are shown in Table 1.
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The simulations were conducted using the Fuler
integration method, with a fundamental step size of 1 x
107* s. The initial conditions for the two-link manipulator

were selected as: x1(0) 4]T and 2(0)

[0 O]T. In addition, the controller gains were adjusted
to: Tc1 = 1, Tcz = 057 P1= % and P2 = %

s

The desired circular trajectory in the joint coordinates
is described by the equations g4(t) x1,q4(t)
[qdl(t) qa, (t)] = [gt.—w ] and it corresponds
to a circumference of radius 0.2828 m.

s

The following figures show the behavior of the proposed
controller.

12

10

Variable so

-2 i i i i i I I

Figure 2. Variable s5. First component (gray and solid)
and second component (black and dashed). Note that
s2(t)=0fort>T,, =05 s.

ey 1st comp. el(t) [rad]
- = = 2nd comp. el(l) [rad]

1st comp. ez(l) [rad/s]

e 2Nd COMP.. ez(t) [rad/s]

Error variables

i i
25 35

Time [s]

i i i
0.5 15 2

Figure 3. Error variables. First component of e; (dark
gray and thick), second component of e; (black and
dashed), first component of ey (light gray and solid)
and second component of ey (black and solid).
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10

10}

30

Control signals

Time [s]

Figure 4. Control signal. First component (gray and solid)
and second component (black and solid).

0.3

o2r _.OStart of desired trajectory

0.1

-0.1p

-0.3

-0.4 i i i i i i
-0.4

0.3

Figure 5. Actual trajectory (., 4w ) (black and solid) and
desired trajectory (%u,d,Yw.a) (black and dashed).

Note that oo(t) = 0 for ¢ > 047 s < T, = 0.5 s (Fig. 2).
Once the error variables slide over the manifold o2 = 0,
this motion is governed by the reduced order system

él =€2 = _(I)pl (61; TCl )
This imply that the error variables are exactly zero for
t>1T., +T., =15 s. In fact, from Fig. 3, it can be seen
that e;(t) = e2(t) =0fort >0.74s < T, +T,, = 1.5s. Fig. 4
shows the control signal (torque) versus time. Finally, from

Fig. 5, it can be seen the reference tracking in rectangular
coordinates.

Table 1. Parameters of the two-link manipula-

tor model.
Parameter || Values Unit
M 0.2 kg
M, 0.2 kg
Ly 0.2 m
Lo 0.2 m
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7. CONCLUSION

In this paper a class of non-singular manifolds with
predefined-time stability was introduced. As a result, the
trajectories of a given dynamical system constrained to
this class of manifolds have predefined-time stability to
the origin and, in addition, the function that defines the
manifold and its derivative along the system trajectories
are continuous, therefore no singularities are presented for
the system evolution once the constrained motion starts.
Besides, the problem of reaching the proposed manifold
was solved by means of a continuous predefined-time stable
controller.

The proposal was applied to the predefined-time exact
tracking of fully actuated and unperturbed mechanical
systems as an example, assuming the availability of
the state and the desired trajectory as well as its two
first derivatives. Furthermore, the resulting controller is
applied over a two-link planar manipulator and numerical
simulations are conducted to show its performance.
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Parameter-Dependent Filter with Finite Time
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Abstractln this paper the problem of stable estimation for linear parameter varying (LPV) systems in
finite-time setting is considered. In order to bound the states and the estimation errors, a parameter-
dependent filter is proposed. Under the assumption that the parameters variation are sufficiently small,
the filter existence and synthesis is characterized by linear matrix inequalities (LMI) conditions. A
numerical example is provided to illustrate the proposed technique.

Keywords: Filter design, Disturbance signals, Uncertain linear systems, Linear parameter varying
systems, Finite time stability, Finite time boundedness, Linear matrix inequality.

1. INTRODUCTION

Considering the challenges posed by the constant technological
development, there is no doubt that the improvement of filtering
techniques is of considerable importance. The use of dynamic
filters to remove unwanted signal characteristics or to estimate
system information from corrupted measurements is increas-
ing within engineering. In many practical applications, this
means suppressing interfering signals and reducing the effect
of external noise in communication systems, electronic devices,
industrial plants, among others. In fact, filter performance has
been investigated under several scenarios like nonlinearities,
delays, and parameter uncertainties. However, one can note
that most works in the literature consider system performance
only after the system had run a large amount of time, that
is, filters and controllers are designed to achieve their goal
only asymptotically. This is a strong theoretical limitation since
for many practical applications it is important that the overall
system achieves a desired state in a specified finite time. In
order to fill this gap, many infinite time concepts like stability
and controllability have been extended for finite time setting.
In particular, a similar notion of ultimately bounded system
Khalil (2002) in the finite time setting is the notion of Finite
Time Stability, and in the presence of disturbances, the notion
of Finite Time Boundedness (Amato et al., 2001).

The notion of Finite Time Boundedness states that the time-
varying linear system

() =A@)x(t) +G(t)w(t), Vi € [0, T] (1)
subject to a disturbance w in a pre-specified class #  is Fi-

nite Time Bounded (also abbreviated as FTB) with respect to
(c1,¢2,T,R, %), with ¢; > ¢ and R > 0, if

* (0)Rx(0) < c; = X (t)Rx(t) < c3, Vt €0, T),Yw e #.

* Supported by the Brazilian agencies CAPES and CNPq
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In the particular case that the pre-specified class # is empty or
G =0, the system is said to be Finite Time Stable (FTS). Still
in Amato et al. (2001), sufficient conditions for (1) being FTB
are also derived in the form of a linear matrix inequality (LMI)
feasibility problem. Those conditions are used for the synthesis
of a state feedback controller which assures that the closed loop
system is FTB. Further works in the area propose variations of
the FTB definition, or of the structures of the controllers and
the plant, or of the classes # of disturbances.

In this paper is considered a more general situation which
the designer has to face an uncertain ambient—besides dis-
turbances, the system itself has its parameters not known ex-
actly. More specifically, it is supposed that the system is a
continuous-time linear parameter varying (LPV) system. This
setting is interesting because many general nonlinear systems
can be converted into a LPV form (Toth, 2010). The examples
range from flight and automative systems (Ganguli et al., 2002;
Baslamisli et al., 2009) to anesthesia delivery (Lin et al., 2008)
and diabetes control (Pefia and Ghersin, 2010).

Considering the filter design problem, the goal is to guarantee
that the estimation error is FTB with respect to (c1,c2, T, R, #'),
as done in Luan et al. (2010) for stochastic systems; He and
Liu (2011) for time-delay jump systems and Liu et al. (2012)
for singular stochastic systems. In all these cases, the filters
are designed using LMI conditions to ensure the FTB property.
In principle, a very strong necessary and sufficient FTB filter
design conditions could be developed based on the differential
linear matrix inequality (DLMI) characterization (Amato et al.,
2003, 2005, 2014) for FTB. However, this development has
two drawbacks. First, it is important to salient that the DLMI
approach for filtering is not trivial since the filter structure
demands an analysis with an input signal, a much more chal-
lenging case than that considered by Amato et al. (2003). And
second, it is noted that DLMI problems are generally computa-
tionally very expensive and in most situations even prohibitive.
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Therefore, it is interesting the search for solutions that uses less
computational effort than the DLMIs. Thus, in this paper we
aim achieving this goal by using only the LMI framework.

Under the assumption that the parameters of the plant are
sufficiently slow time-varying, a new synthesis condition for a
homogeneous polynomially parameter-dependent FTB filter for
continuous-time LPV systems is derived in this paper. Those
systems are an indexed collection of linear systems in which
the indexing parameter is independent of the state (Shamma,
2012). Depending on the scenario, this indexing parameter
can be seen as a parametric uncertainty of the model or a
measurable parameter possibly read in real time, which can
be used in the design of a controller or a filter that accounts
for all possible variations of this parameter. Furthermore, the
proposed approach also considers that for a particular case
where the LMIs depend on a parameter « in the unit simplex,
homogeneous polynomial structures can be used in the search
for less conservative sets of design conditions, as done in
Oliveira and Peres (2007).

This paper is organized as follows. Detailing of the problem and
auxiliary lemmas are presented in Section 2. The main theorem,
where LMI conditions are derived for the synthesis of a filter
that solves the FTB problem for LPV systems, is proved in
Section 3. A numerical example is given in Section 4 to illus-
trate the application of the technique. Finally, the conclusion is
presented in Section 5.

In the sequel the following notation will be used: The symbol
(! ) indicates the transpose of a matrix; P > 0 means that P is
symmetric positive definite. R represents the set of real num-
bers, Z, = {0,1,2,...} the set of nonnegative integers. card (-)
denotes the cardinality of a set. Ayqx(-) and A, (+) indicate,
respectively, the maximum and the minimum eigenvalue of the
argument. The term (%) indicates symmetric terms in the LMIs
and I and 0 are the identity and the zero matrices of suitable
dimensions.

2. PROBLEM STATEMENT AND PRELIMINARY
RESULTS

Consider a LPV system with 7 € [0, T'] and

2(1) = A(o(1))x (1) +B(a(r))w(t),

(1) =Gy (e(1)x (1) + D (e (t)) w(t),

z(t) = G (1) x (1),
where x(t) € R" is the state space vector, y(r) € R? is the
measured output, z(¢) € R? is the signal to be estimated and
w(t) € R” is the noise input with bounded L, norm. The pa-
rameter o/(¢) is assumed to be available online and is continu-
ous with respect to its time dependence—which, to lighten the
notation, will be omitted wherever there is no ambiguity.

2

All matrices are real, with appropriate dimensions and belongs
to the polytope &

A(a) |B(a) N | Ai|Bi
G(a)[D(a) | =Y ai | CulDi | . 3)
Cz(a) - i=1 Ci| —

For all t € [0, T], the system matrices are given by the convex
combination of the known vertices of the polytope Z7.

The vector of time-varying parameters & € R" belongs for all
t € [0, T] to the unit N-simplex Ay, that is:
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N
N:{ee]RN:ZGi:I, 9,-20}.

i=0

To account the information given by the parameter ¢, parameter-
dependent matrices are used in the dynamics of a full order
proper filter, precisely:

Xp(t) = Ap(a)xp(t) + By (a)y(r),

_ @)

zf(t) = Cro)xs (1),
where x¢(f) € R is the filter state and z(f) € R” the estimated
signal. Coupling the filter to the plant, the equations that de-
scribe the augmented system dynamics are given by

§(1) = A(a)g(t) + B(a)w(t),

elr) = C(a)c (1), ®
where ¢(¢) = [x(t)’ xf(t)’]’ e( =z(t) —z(t), and
T A B(o)
0= |5y(a) J’ s @)
< > [ (a) Cr(a)].

It is desirable that both the state of the plant and the error
between it and the state of the filter are bounded during a finite
time horizon. This motivates Definition 1.

Definition 1. Given three positive scalars ¢y, ¢ and T, with
¢ > ¢y, positive definite matrices R, € R"*" and R, € R"*"
and the class of signals %, the LPV system

§(t) = A(a)g(r) +B(a)w(r) (©6)
is FTB with respect to (c1,¢2, #4,T,Rp,R.), if
x(0)

L(O) —xf(O)}/ [Ii)p I?J [x(o)xﬁo,zf(o)] <c
implies that

l:x(l‘)X(tf)Cf(t):l/ [Ii)p I?J [x(,)x(ti f(t)} <
forallw € #; and for allr € [0, T].

Remark 1. Tt should be noted that the definition of a FTB
system presented here is a specialization for LPV systems of
the definition presented in Amato et al. (2001) with R chosen

as:
R,+R. —R,

R—{"_Re Re]' @)
The matrices R, and R, can be seen as weighting matrices that
set the importance between bounding the states of the plant and
the error between it and the states of the filter. In contrast to
a classical scenario in which the Lyapunov stability of x —x
implies the Lyapunov stability of z — z; using a Luenberger
observer as a filter, constraining the error x — xy in a region
during a finite time does not necessarily imply that z — zy
satisfies the same constraining. In fact, z —zy can be bounded
independently of x — x¢, motivating the next definition.

Definition 2. Given a symmetric positive definite matrix Q, the
filter (4) is said to be Q-bounded in finite time 7 if its estimation
error e (1) satisfies

¢(ne(t) <¢'(1)Q7"g(1), Ve e(o, T]. ®)

Taking into account the above discussion, the FTB filtering
problem to be solved in this work is formally stated as follows.

Problem 1. Assuming that o¢ € Ay is available online for every
t € [0, T] and its variation is sufficiently small, find matrices
Af(a), Br(or) and Cy(er) in (4), such that the augmented
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system (5) is FTB with respect to (c1,c2, #4,T,R,,R.) and the
estimation error is Q-bounded in finite time 7.

The subsequent lemma, from Amato et al. (2001) with an
extended proof in Borges et al. (2013) considering a wider class
of noises, presents a sufficient condition to analyze if a LPV
system is FTB and it is used in the solution of Problem 1.
Lemma 1. For a sufficiently slow varying parameter o, sys-
tem (6) is FTB with respect to (ci,¢2,#4,T,Rp,R.), if, for
all oo € Ay, there exist positive definite symmetric matrices
Q1 () e R¥™2 0, (o) € R™" and a positive scalar B such
that
A(0) 01 () + 01 (a)A" () — BO1 () B(a)Da ()| _
(*) —B0a(ax) ’
©)

C1 d
Fonin [01(@)]  Fomin [02(00)] (10)

in which Oy (a) = R™'/2Q; ()R

3. MAIN RESULTS

cze’ﬁT

Amax [Q1(@)]
~1/2 with R given by (7).

The following theorem presents sufficient conditions, in terms
of a parameter-dependent LMI, for the synthesis of matrices
that solves Problem 1.

Theorem 1. Given a LPV continuous-time system (2), param-
eters (c1,¢2,d,T,R,,R,) and a fixed scalar parameter f3, if,
for each @ € Ay, there exist symmetric positive definite ma-
trices K € R™", W(a) € R™" and Z(o) € R™"; matrices
L(a) e R, M(a) € R and F(a) € RP*" and positive
real scalars iy, Uy and p3, such that

M (o) A2 (a) KB(a)+L(a)D(@)

(x)  xn(a) Z(o)B() <0,
0 G —Bw(a) .
M1 (@) = —BK —M(at) — M (1), (11a)
M (o) = KA(a) +L()Cy(a) +M(a),
Al(a)Z(a) +Z(a)A(a) - BZ(a),
cip +dps < ere P, (11b)
W(a) < usl, (11c)
R, < Z(a) < iRy, (11d)
HoRe < K < iR,, (11e)
K 0 F'(a)
(%) Z(at) Cl(ot) —F'(ax)| >0, (11f)
(*) () I

then for a sufficiently slow varying parameter ¢ there exists
a filter in the form (4), such that the augmented system (5) is
FTB with respect to (c1,c2,#4,T,R,,R.) and the filter is also
Q-bounded in finite time T for Q = 'O I", T’ = diag(1,T),
with I'>» non-singular. A realization of the filter is given by the
matrices:

Ar(a) = —K 'M(a),
Br(a) =K 'L(a), (12)
Cr(a) = F(a)Ty, .

Proof. As presented in Chilali and Gahinet (1996) in the con-
text of pole placement, consider the partitioned matrices

i X (0) U' (@) Y (o) V' (t)
Ql(“){wa) % (a J’Ql (o {vw) ?(aﬂ’

)=
ORIAWHE
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together with the following change of variables

M(a) = —KAf(o)U (o) Z (o), (13a)
L(a ):—KBf( ), (13b)
F(a) = ( Tl (a)Z(a), (13¢)
W(a)=0;" (a), (13d)
where X (o), Y (@) and Q2 (a) are chosen such that

Z(@)=x"" (@),

W(a)=0;"(a),

K=Y (a)-Z(a).

By multiplying the LMI (11a) on the left by A’ (o) and on the
right by A (&), and multiplying the result on the left by H' (ct)
and on the right by H (), with

f(a) [N(oc) 0} Ala) = [Hl(oc) 0]7

* I
I 0
the LMI (9) is obtained. Moreover, it is easy to see that
LMI (10) is satisfied if the conditions

e +dus < cre Py, (14)
0, (a) < w3l (15)
il <07 (a) < wl, (16)

are guaranteed.

Inequalities (14) and (15) are LMIs (11b) and (11c), respec-
tively. By multiplying inequality (16) on the left and on the right
by R'/2, with R given by (7), one has

1R < 07" (a) < wR. (17)

Knowing that the identity 0 (&) Q;'
tions

(o) =1 gives the equa-

X (@)Y (o) +U" () V (@) =1L,

X (o)V' (@) +U" (@)Y () =0,
one has for U (a) = X () that
Via)=
V() = K.
Consequently, inequality (17) is satisfied if, and only if

K+Z(a) —K

u2R<[ 'k K]<H1R. (18)

Left-multiplying LMI (18) by G’ and right-multiplying by G,
with
10
ol

one can see that inequality (18) is equivalent to LMIs (11d) and
(11e). At last, by multiplying LMI (11f) on the left by A’ (o)
and on the right by H (@), ‘multiplying the result on the left by
J' (o) and on the rlght by J (&), with

z [N @)y 0 I X(o)
J(“)_[ o a7 @=0x(a)
and then applying Schur complement in the resulting matrix,
one has
¢ (t)e(t) < ¢'()Q7'g(1),
which guarantees the constraint in the estimation error.

By the choice of U (), one has that U (a)Z(a) =T and that the
filter matrices A(ct), Bf(a) and Cy() can be recovered from
the change of variables in (13).
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Remark 2. Tt should be remarked that if 8 is not fixed, the pro-
posed conditions are not longer linear for a fixed o. Actually,
they are not even bilinear due to (11b). Aside from that, a binary
search for a suitable  can be guided by balancing (11a) and
(11b) and should not be a computational burden since f3 is just
a scalar variable.

In the definition of Problem 1, Q is a design parameter that
must be adjusted for a suitable weighting between the size of
output estimation error and the size of the filter and plant states.
It should be observed that there is no loss of generality to write
Q =T0,I” and to consider the parameter I' as invertible (€2,
I, Q; are invertible). The choice of I" = diag(I,T5;) allows to
directly adjust the matrix Cy with a scale factor given by I"».
Consequently, the quality of the realization {Ay,B;,Cy} of the
filter can be improved without deteriorating the estimate error.

Theorem 1 leads to a LMI feasibility problem that must be
satisfied for all parameters @ € Ay. Although this is an infinite
dimension problem in the parameter «, the fact that it lies in the
unit N-simplex can be used to find sufficient LMI conditions
written only in terms of the vertices of the polytope (Bliman
et al., 2006).

In fact, using the relaxation proposed in Oliveira and Peres
(2007) one can write the parameter-dependent LMIs in The-
orem 1 as LMIs that are independent of the parameter a. As
the level of relaxation increases, it is possible to achieve less
conservative sets of conditions and tending to necessary and
sufficient conditions.

For this purpose, the next Definition 3 generalizes the linear
dependence on the parameter & to a homogeneous polynomial
dependence.

Definition 3. A matrix M (o) is homogeneous polynomially
parameter-dependent (HPPD) on o € Ay with degree g if it can

be expressed as
ky ko
Y ol

M(at) = oMy, (19)
k€S

with
N
Sy = {ke (Z+)N:Zki:g}.

M, are the matrices coefficients of the monomials of M («),

where
(N+g—1)!
g!(N=1)!"

The set of HPPD of o € Ay with degree g matrices is denoted

by H,) and the subset corresponding to the matrices with order
mxn

m X n is denoted by H(g) .

card () =

The relaxation proposed in Oliveira and Peres (2007) can be
used in the parameter-dependent LMIs of Theorem 1 by forcing
a homogeneous polynomial structure in the LMI variables
L(a), M(et) and F(), turning them into HPPD matrices.
The relaxed condition is given by the LMIs stemming from
the matrices coefficients of the HPPD matrices, and the LMI
variables are the matrix coefficients of the monomials of the
HPPD matrices. Whilst this procedure is systematic, it can
become very complex as the degree g of the HPPD matrices
increases. Nevertheless, the specialized parser ROLMIP ! can

1 Available for download at http://www.dt.fee.unicamp.br/~agulhari/
rolmip/rolmip.htm.
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be used to automatically carry this relaxation (Agulhari et al.,
2012).

It is important to note that for the particular case that g = 0, the
recuperation of the filter from the LMI variables using (12) is
free from the parameter o, and consequently, the assumption
that & can be read in real time is no longer required; the filter
is robust in the sense that the parameter can be considered
uncertain. The reason why is used degrees greater than zero
is that a sequence of less conservative LMI relaxations may
be obtained in the conditions of Theorem 1 by increasing the
degree g, as will be clearer in the next theorems.

Theorem 2. For given g and fiy, let ¢} (g) be the optimal solu-
tion of
min ¢
such that (11) holds with g = gand y, = [Ip.

Then, ¢ (§+1) <5 (3).

Proof. If there exist scalars u;,fl; and p3; matrix K € R™";
and matrices W, Z, L, M, F € ]I-]I(g) such that (11) holds, then
Ui, i, U3, K and the following matrices

(o ($0)2 ($)o () ($)

belonging to H, ), are a particular solution to (11), since
o € Ay. Hence, the minimization of ¢; subject to (11) for g+ 1
produces at least the same optimal value obtained with g, which
implies that ¢ (§+ 1) < ¢; (8).

Theorem 3. For given g, fi; and fi3, let ¢} (g) and d* () be the
optimal solution of problems

max ¢
such that (11) holds with g = gand u; = fiy,

max d
such that (11) holds with g = gand u3 = fi3,

respectively. Then ¢} () <c¢j(§+1) andd*(3) <d(g+1).
Proof. Similar to Theorem 2.

The optimization problems in Theorem 2 and Theorem 3 can
be seen as optimum filtering problems within FTB context. For
example, to design a filter which rejects the maximum possible
types of disturbances, one may try to maximize d.

The computational complexity of the LMIs is estimated by the
number of scalar variables V and the number of LMI scalar
rows L. For Theorem (1),
+1
V=n(p+q+n)card(F)+n(n+1)+ (qz )
L= (2n+r)card (Fgirs1) + (4n+ p+r)card (S f) +n+ 1.
2D

+3, (20)

By increasing the degree g, the number of decision variables
is also increased and in consequence, the complexity of the
LMIs also raises. However, by using an extension of Pdlya’s
theorem (Oliveira and Peres, 2005, 2007), and based on the
fact that the time-varying parameters ¢ belong to the unit N-
simplex, the conditions of Theorem (1) may also be improved
using a sufficiently large positive integer f with no increase in
the number of variables for a given degree g by multiplying the

LMIs (11) by the factor (L, oci)f.
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Table 1. Minimum upper bounds of ¢, and maxi-

mum lower bounds of ¢; and d for different values & 0.12
of g and f. Loo1l
=
Degree g Index f c c d gw 0.08 L
0 0 3.5381 0.5027 =
1 0 3.2441 - 05307 = 0.06 |
1 1 31724 00042 0.5307 = 0.04
1 2 31720 0.0042  0.5307 ARl
2 0 31511 00118  0.5308 00
2 1 3.0856  0.0164  0.5308 Shaali
2 2 3.0856  0.0164  0.5308 £ 9
3 0 3.0856  0.0164  0.5308 = 0 05 . i5
3 1 3.0656 00175  0.5309 = Time (s)

4. NUMERICAL EXAMPLE

The numerical example was performed using the solver Se-
DuMi (Sturm, 1999) and the parsers YALMIP (Lofberg, 2004)
and ROLMIP (Agulhari et al., 2012) within Matlab environ-
ment.

Consider the system (2) with matrices in polytope (3) with the
following vertices

A —-1.0 2.0 —-1.0 2.0

-3.0 =2.0 -3.0 —1.0

Ae— |20 20 —2.0 2.0

37 1-3.0 =2.0 —-3.0 —-1.0
-0.5 —0.1
Bl[m]fz{ } { }Mo.sk

=[1.0 0.5],C,p =[1.2 0.5],

Cy3 =[1.0 0.6],Cyy = [1.2 0.6],

C.1 =06 1.0], Z2_[1010],

Cs3=100.612],C4=[1.012],

Dy =D,=0.1,D3=Ds=0.2

and the slowly varying parameter
a(t) = (Lsin? (1), Lsin (1), L cos® (wr), L cos? (o)),
(22)
with @ sufficiently small. It is easy to check that (22) belongs
to A4 for allr > 0.

Theorems 2 and 3 along with Pdlya’s relaxation are applied
with ity =1, fi; =1, fi3 = 1 and B = 0.6 in order to investigate
the effect of increasing g and f in the search of minimum upper
bounds of ¢, attained by the conditions of Theorem 2 and also
in the search of maximum lower bounds of ¢; and d attained
by the conditions of Theorem 3. The chosen FTB parameters
for this example are ¢y = 0.1, c; =2,d=1,T =1.5, R, =
41 and R, = 41. The results of the optimization problem are
summarized in Table 1 (when the parameter is the value being
optimized the corresponding value of the parameter should be
ignored).

As can be seen in Table 1, the conditions of Theorem 3 are not
able to provide a robust filter nor a LPV filter with a ¢; > 0.
Also, by using degree g = 3 and f = 1 it was possible to
obtain an upper bound to ¢, approximately 13.35% smaller
than the robust filter corresponding to g = 0 and f = 0. Finally,
as illustrated by the maximum lower bounds obtained by d, it
may happen that the gain obtained increasing g and f is not
appreciable. In this case, it would be better use the robust filter
corresponding to g = 0 if existent.

Figure 1. Sum of the weighted quadratic norm of the states of
the plant and observation error.

2.5

— ' (1)e(t) i
7 |- s 'g(r) ;

1.5 )

1 ’_r

0.5 !

0 0.5 Time (s) 1 1.5

Figure 2. Time simulation comparing the norm of the error with
the bound imposed by Q.

Consider now system (2) with the varying parameter (22) with
® = 0.001. We wish to check if the FTB filter obtained by
Theorem 2 with i, = 1, g = 3 and f = 1 satisfies the FTB
condition with respect to (0.1,3.06,%#/,1.5,41,41) and the Q-
bound condition defined in (8) considering a disturbance given
by the step function

wit) = {8?9,

which represents the worst type of signal belonging to the class
#,. Since this filter is obtained using the assumption that o
is a slowly varying parameter, one must verify if ¢ is really
sufficiently small by time-domain simulations. Considering
zero initial conditions, a time-simulation was performed in the
time interval 7 € [0, 1.5s].

ift <1.1s,
ift > 1.1s,

As shown in Figure 1, the designed filter satisfies the FTB
condition and

) 1'[Re 07 0 ]\ _
S { [xa) —w(r)} { 0 Re] L(z) —xf<t>] } =000,
which is approximately 2% of the value of ¢, = 3.0653. More-
over, as can be seen in Figure 2, the estimation error of the filter
also satisfies the Q-bound condition defined in (8). The tracking
error is shown in Figure 3. Although the choice of I'y; did not
nullify the error between z and zy, it ensured a maximum error
of 0.0764. The difficulty of having a null estimation error in a
finite time horizon is due to the small time that the filter has to
dynamically estimate the output z.
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0.18

0.16

0.14 /

0.12 /
0.1 /

0.08 /

0.06 /

0.04 /

0.02 /

0 0.5 Time (s) 1 1.5

Figure 3. Time simulation of the outputs z and zy.

5. CONCLUSION

This paper considers the problem of filter design for LPV
continuous-time systems. The filter was obtained under the
assumption that the parameter of the LPV system is sufficiently
slow time-varying. If this assumption is satisfied the obtained
filter guarantees that the augmented system is bounded during a
finite time horizon under the presence of bounded disturbances.
The design conditions are represented by a LMI feasibility
problem, which can be relaxed via homogeneous polynomials
techniques and Podlya’s theorem. It was shown that a sequence
of less conservative conditions may be obtained by increasing
the degree g of the HPPD matrices or increasing the positive
integer f based on Pélya’s theorem. To handle the algebraic
manipulation involved in the construction of the relaxation of
the parameter-dependent LMISs, the specialized parser ROLMIP
was used, easing the work.
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PID Optimal Controller with Filtered Derivative Part for Unstable First Order
Plus Time Delay Systems
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Abstract: A typical problem in the derivative part of the PID controllers is its practical implementation.
This work avoids to assume high values for the filter coefficient instead, a stability analysis of a proposed
filtered PID controller to the case of systems with time delay, particularly the Unstable First Order plus
Time Delay (UFOPTD) systems is presented. This analysis becomes interesting since analytical results
have not been presented in literature. The aim of the obtained results is to illustrate how the stability
conditions are modified when different values of the filter coefficient are chosen. In fact, the parametric
stabilization region is obtained based in previous literature results. As a second goal of the present
research is to obtain the optimal parameters of the proposed filtered PID controller such that the energy
of control input and system states be minimized. An optimization methodology based on the second

method of Lyapunov is obtained.

Keywords: PID controller, Stabilization, Time-delay, Unstable Processes, Optimization.

1. INTRODUCTION

Time-delay of control inputs is a common phenomenon in
diverse application fields, including chemical processes,
hydraulic systems and servomechanisms. Recently, some
systems are remotely controlled generating a time delay
between the controlled system and the control stage. The
control problem of time delay systems arises mainly by the
induced transcendental term in the characteristic equation,
which gives as result a characteristic equation having an
infinite number of poles. Due to the complexity of the
problem, several researchers have devoted its efforts for
designing control strategies that provide an adequate
performance of the system; see for instance Seshagiri, et al.,
(2007). To the case of open-loop stable process, the well-
known Smith Predictor Compensator (SPC) has been used as
a traditional control structure Seshagiri, et al., (2007).
Considering a similar approach, some works have been
reported in order to deal with unstable processes, see for
instance, Liu et al., (2005), Seshagiri and Chidambaram
(2005). As a first attempt to analyse a generalized class of
delayed systems, the case of first order delayed system has
been widely studied by using the basis provided by the SPC,
see for instance Seshagiri, et al., (2007), Michiels et al.,
(2002), Marquez et al., (2012). With a simple and different
perspective, some authors have regarded to analyse the case
when the system is controlled by a Proportional (P),
Proportional-Integral ~ (PI) and  Proportional-Integral-
Derivative (PID). Nesimioglu and Soylemez Nesimioglu and
controllers. Hwang and Hwang (2004) used the D-partition
technique to estimate the stabilization limits of PID
compensation, showing that an UFOPTD system can be
stabilized if 6 < 8,,, where 8 is the time-delay and 8, is
the unstable constant-time. Silva and Bhattacharyya (2005)

195

provided a complete parametrization of the stabilizing P and
Pl controllers in the case 6 < 6,,, and the stabilizing PID
controllers for the case 6 < 26,,,. Recently, Marquez et al.,
(2014) consider the stabilization of UFOPTD system by
using a traditional Proportional-Derivative (PD) controller,
showing that the derivative term minimizes the effects of the
time-delay. In Lee et al., (2010) some results about the
stabilization of a delayed system with one unstable pole and
several stable poles by using P, PI, PD and PID controllers
are provided. An important issue in the derivative part of PID
controllers is its practical implementation. The solution of
using a filter to the derivative action has been widely
proposed in the literature. However, just high values of the
filter coefficient is suggested in order to recuperate the
inherent derivative action of the controller. The task of this
work is to analyze the stability properties when a filtered PID
controller is considered to the case of UFOPTD system and
showing how the stability conditions of the closed-loop
system can be modified for different values of the filter
coefficient. As we mentioned before, the control strategies
previously cited only provides stability results and there are
not result related to the performance of the controlled
variable. It is known that when a control strategy is applied to
a system it is desired to obtain optimal performance of the
system with respect to specific variables. Also, in this work a
simple and effective methodology to obtain the optimal gains
k,, k; and kg gains is proposed in order to minimize the
energy at the control input and the system states. The
proposed optimization methodology is based on an
approximation of the delay term as well as on the second
method of Lyapunov. It is important to note that the proposed
optimization strategy assumes that the stabilizing region of
the control parameters is known, and such stabilizing regions
are obtained from previous literature results such as Lee et
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al., (2010) and Marquez et aI., (2014). This work is organized
as follows. Section 2 presents the problem formulation. After
this, in Section 3 some preliminary results are given. Then,
Section 4 presents the main results of this work. In Section 5
a numerical example is given and finally in Section 6 some
conclusions are provided.

2. PROBLEM FORMULATION
Consider an UFOPTD system given by,

_ Y(s)

‘O =76
S )

s—a
a PID controller with filtered derivative part of the form,
C(s) = T, + iy e
S)=kp,+—+35 or,
S fnl
vt1
C(s)

_ (Nkq +ky)s® + (Nk, + k;)s + Nk; @
- s(s+N) ’

where N is known as coefficient filter, and the control
scheme shown in Fig 1. If the parameters k,, k; and k4 are
known in the case of the typical form of PID controller
(without filter at derivative term), a traditional and heuristic
way to implement in practice the controller given in (2) is
setting N as N >» 0. Notice that for N > 0 in (2) the
properties of the non-filtered PID controller are recovered.
However there is not a guideline to set the filter coefficient N
or an explanation if the closed-loop system remains stable
when N decreases. This work considers this problem to the
proposed filtered PID controller, it is provided the allowable
value of the coefficient filter such that the closed loop is
stable and it is shown how the stability properties are
modified due to the values of N. Consider a system given by
(1) and a PID controller given by (2). The open loop transfer
function given by,

C(s)G(s)

_ ((Nkg + ky)s* + (Nky, + k;)s + Nk;)be ™%
- s(s+N)(s—a)

can be separated as follows,

,(3)

C(s)G(s) = (ky +%
b
(s—a)(s+N)
where k,, = Nk, + k;, kq = Nkq + k,, k; = Nk; and

+ kyS) e~ 0, 4)

ki
C(S) = (kp + ?
+ kas) Q)
G(s)

b e—Gs (6)

T G-aGE+N)
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R(s) + = - Y(s)
C(s) G(s)

A\

A

Fig 1. A control scheme UFOPTD system.

Notice that the closed-loop stability properties of the system
(1) with the controller (2) can be obtained from the closed-
loop stability properties of system (6) controlled by (5). In
fact the stability properties of the closed-loop system (5)-(6)
are presented in Lee et al., (2010).

3. PRELIMINAR RESULTS

Consider a system given by (6) and a PID controller by (5).
The following result establishes the closed-loop stability
conditions.

[Lee et al., (2010)] Lemma 1. A necessary condition for a
PID controller to stabilize the system given by (6) is,

G
@G o

If this condition is satisfied then the range of -4 values for

which a solution exists to the PID stablllzatlon problem are
given by,

: 1+1<kd
N "k,
12 /1\2
<G +&) ®

and ]f—‘ should be such that,
14

kg ki 1 aw
atg(w) + atg <E aw — k__w> —atg (W) —faw >0,

for some w > 0, and

a?w?
Na | a2 (1+57E)

b kg ki 1)
1+ <ancl - an(j)

<k,

kp

2
_Na (1+a2)(1+ Nf)

b kg ke 1\
1+<kp awq, — anﬂ)

)

with w.; < w, being the first two phase crossover solved
from,

kd k 1 aw
atg(w) + atg <E aw — k__w> —atg (W) —faw = 0.
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4. MAIN RESULTS

In this section the main results of this work are depicted. The
following result provides the stability conditions such that the
PID controller given by (2) stabilizes the system given by (1).
The main aim of the following result is to illustrate how the
stability conditions are modified with respect to different
values of the filter coefficient N.

Theorem 2. Consider a system given by (1), a PID controller
of the form (2) and the control feedback (Fig 1). A necessary
condition for a filtered PID controller stabilizes the closed-
loop system is:

i) 0 < 2 with N > a (the case of non filtered PID,
[Leeetal., (2010)])

i) 9<§with1v<<a

2—-2a0
af2-20

iii) §<9 <§with1v>

Proof. i) From the necessary condition (7) given in Lemma 1,
it should be noticed that with N > a, the term %—> 0 which
leads to the condition,

1\ 1 2

o< |(5) +5=2

a a a
The condition (7) gives the necessary condition to stabilize
the delayed system with one unstable pole and one stable, in

our case the stable pole position is given by the value of the
filter coefficient N. Therefore, high values of N (N > a), (7)

. 2
is expressed as 6 < -~

Proof. ii) From the necessary condition (7) given by Lemma
1,if N « ais considered i.e, N = xa with x < a. Since the

term (i)z < (x—la)z then the term (%)ann be remove from

the expression and we obtain,

1v¢ 1 1 1
0 < (—)
xa a xa a

Proof. iii) From the necessary condition (7) given in Lemma
land the inequality for filter coefficient N we obtain,

2—2a0

N>———F
af?— 20

This result only is valid for the range% <0< 2

In what follows a simple and effective methodology to obtain
the optimal k,, k; and k, control parameters in order to
minimize the energy of the input control and states system. It
is important to note that the following optimization strategy
assumes that the stabilizing region of the control parameters
is known and such regions can be computed following
Lemma 1 (Lee et al 2010). In order to obtain a rational
representation on the complex variable "s" of the delay term
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the first step of the proposed methodology considers a second
order Pade approximation, which can be expressed as,

e—Bs
285412
- 0" @ 10
=6 12 (10)
N +§S+ﬁ

Then, by substituting the approximation (10) into the process
given by (1), a rational representation on the complex

variable "s" of the plant is obtained,
G(s)
b (52 - gs + %)
= 6 12 an
(s—a)(s+N) (52 —gst 62)

Taking into account the approximated system (11), the
proposed filtered PID (2), and the closed loop system shown
in Figure 1, a closed-loop state space representation of the
form,

x =Ax + Bu
y=Cx+ Du, (12)
is obtained with,
0 1 0 0 0
12 6
5z 5 b 0 0
12 k
A= sz a—bky ki k,—Nkg|B
0 0 0 0 1
12
0 7 —-b 0 —N
9]
|
=|k,l,
o]
L]

6
c=lo - b 0o, »
= [0] (13)
Now, based on the second method of Lyapunov an
optimization process to obtain the optimal k,, k; and
k4 control parameters is derived. The performance index
defined to evaluate the behaviour of the system is given by,

J= f xTQxdt
= xT(0)Px(0), ’

where:

(14)

x is the states vector.
P is a Define Positive Matrix.
Q is a Define Positive Matrix.

A is a nxn Matrix.
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J is the performance index.

The main objective of the optimization process is to minimize
the behavior index (14) assuring closed-loop stability. In this
way, the solution of the following equation is required,

ATP + PA
=-0Q (15)

From the second method of Lyapunov it is known that if the
equation (15) has a unique solution, the closed-loop system
given by (12) is stable. Equation (15) should be solved by
proposing @ and solving to P. This step requires that one of
the control gains (for instance k,, and kg, k,, and k; or k; and
ky) are given from the stable region computed with Lemma 1
(Lee et al. 2010). Notice that the resultant matrix P contains
the control parameters of the control. Once that P is obtained,
P is replaced into the performance index (14). Then, in order
to minimize the performance index (14), the derivative of the
performance index (14) is computed and the optimal gain (for
instance k;, k; or k) is solved from,
daj

=0 (16)

5. SIMULATION RESULTS

Example 3. Consider a UFOPTD system given by (1) with
his unstable pole a = 1. From the results of the Theorem 2.,
6 values are in the range given by,

1<6<2

tetha
b
1

o 5 10 15 20 25 30 35 40 45 50
N

Fig. 2. Permissible region for N.

Fig 2. is a plot of 8-N that shows the maximum value that
could be 6 for a set of values of N. It can be seen that for
small values of N, the maximum value of 8 is close to 1 and
for big values of N, the maximum value of 6 converges to 2.
Notice that for N = 50, the maximum value of 6.is close to
2.

Example 4. Consider a UFOPTD system given by,

1
—-1.3s
-1 e ’

G(s) =
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140

120 F =

100 B

80 -

kp

60 -

40 B

20 -

o 0.02 0.04 0.06 0.08 0.1 0.12
ki / kp

Fig 3. Stability regions for 5 < N < 100.

I
005 01 o1 02 0% 03

Fig 4. Stability regions for 0.35 < Z—d < 0.95.
14

and a PID controller by (2). We have rewritten the system
and PID controller in the form given by (6)-(5). Following

the Theorem 2, we can see the condition 6 <§ is satisfied
due to 1.3 < 2. From the (7), the range of N values is,

N > 0.65934066

Following the Lemma 1, the range of 2 values is,

kp

03+1<k < 1+(12
w5 <)

d kl
ky ky w

7
X
[

e e e
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Fig 5. Output system for PID optimal parameters.

ot Do

v

Fig 6. Nyquist plot of the closed-loop.

Table 1. comparison between approximate J and real J.

k
N k_z ] approximate ] real error rate
0.85 | 199.5011 200.9235 0.7079
0.75 124.9385 127.1771 1.7602
100 0.65 119.3475 121.4983 1.7702
0.55 | 163.8896 166.2439 1.4162
0.45 399.749 401.1684 0.3538
0.35 7453.3 5753.6545 | 22.8039
0.85 | 202.3155 203.7388 0.6986
0.75 | 128.8108 131.0875 1.7368
50 | 0.65 | 125.9473 128.6289 2.0848
0.55 178.3854 180.8468 1.3610
0.45 | 472.3632 471.8013 0.1190
0.35 16275 9984.886 38.6489
0.85 | 222.4695 224.292 0.8126
10 0.75 170.5749 173.5998 1.7425
0.65 | 205.3699 207.3216 0.9414
0.55 | 433.4463 435.4711 0.4650
0.45 4921.2 4346.442 11.6792
0.95 | 491.8966 470.7528 4.2984
5 |10.85| 267.4086 270.0312 0.9712
0.75 | 284.9237 287.5156 0.9015
0.65 | 557.7871 560.7171 0.5225
1 ]135 72018 64714 10.1419

There are infinite stability regions due filter constant N and

for each % value of the range, there is a stability region of
P

k; - kg -
k, — k—’ In this work we take some values for N and k—d in
P 14

. . k;
order to show some stability regions of k, — k—l as well as
p

compute some approximated performance indexes.

We compute J for some values of N and % with (10), (11)
P

and (13), and we compare it against real J obtained by
simulation.

Table 1 shows approximate /, real / and the error rate for

some values of N and % Notice that the minimum J occurs
14

when N = 100 and we conclude that a big value of N (with
respect to the unstable constant a) to obtain minimum J.
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k .
Note that we use a small k—" value, the error rate increases due

1
to the use of a Pade approximation for time delay. We obtain

the minimum J when we use ’;—d = 0.75. Thus, we take N =
D

100 - ¥4 =065, N = 50 - ¥4 =0.65, N = 10 - ¢ =0.75 and
kp kp kp

N=5- % =0.85, and we show the output variable in Fig 5.
14

The satisfied closed-loop stability condition on the Nyquist

plot is shown in Fig 6. for optimal values of k;, k, and k,

with N = 100. This plot shows one anticlockwise encircle to

the critical point (-1,0) due to the one unstable pole.

6. CONCLUSIONS

In this paper, the stabilization of UFOPTD systems is
investigated. The stability conditions by the PID controller
with filtered derivative part are established to different N
values.

The analysis provides exact stability region in terms of
control parameters and indicates that stability can be

achieved as long as 8 < 2 and we have illustrated it through

an example and its simulation. Comparison between

approximate J and real J shows that Pade approximation is a

good representation for time delay. To obtain the best J, it is

necessarily choose a big N value and fixing an intermediate
kaq

value of the . range.
P
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Abstract:

In this paper, an algorithm for SISO Pole Placement based on linear algebra

concepts it’s developed. This algorithm uses the knowledge of the degrees of certain polynomials
associated to the Internal Model Principle and Stable Zero-Pole cancellations involved in the
equation of the closed loop and it’s coefficients, generating a linear system of equations for the

desired closed loop poles in a systematic way.

Keywords: pole placement, SISO systems, linear algebra, diophantine equations

1. INTRODUCTION

The central problem in control is to find a way to act
on a given process such that it behaves close to a desired
behavior. Furthermore, this approximate behavior should
be achieved in presence of uncertainty of the process and of
uncontrollable external disturbances acting on the process.
That means, given the closed loop of one degree of freedom
shown in Figure 1, where the nominal model of the process
to be controlled is Gy(s), find a controller K (s) that ensure
that the nominal loop is stable and, if it’s possible, to reach
a desire behavior previously defined.

D,‘(S) %0 D(](S)
R(s) U(s) 1, v
‘%’7 O Gl O
+
i+
D, (s)

Fig. 1. Closed loop of one degree of freedom

In the loop shown in Figure 1 we use transfer functions and
Laplace transforms to describe the relationships between
signals in the loop, where R(s) is the reference input, U(s)
is the control signal, Y(s) is the output of the loop, D;(s)
is the input disturbance, Dg(s) is the output disturbance
and D,,(s) is the measurement noise. We also use g
to denote the initial conditions of the model. For linear
time-invariant (LTT) systems, the nominal model and the
controller can be written as
B(s) P(s)

The poles of the four sensitivity functions governing the
closed loop belong to the same set, namely the roots of
the characteristic equation A(s)L(s)+ B(s)P(s) =0. The

201

poles have a deep impact on the dynamics of a transfer
function; they define the stability of the loop. In this
way, there exists a technique which deals with the choice
of the roots of the characteristic equation, that is, given
polynomials A(s), B(s) (defining the model) and given a
polynomial A, (s) (defining the desired location of closed
loop poles), it is possible to find polynomials P(s) and
L(s) such that

A(s)L(s) + B(s)P(s) = Aa(s) (1)
The Equation (1) is known as a Diophantine equation
and the controller synthesis by solving it is known as
pole placement. Polynomial Diophantine equations play
a crucial role in the polynomial theory of control systems
synthesis. Systems are described by input-output relations,
similarly to the classical control techniques, however, the
transfer functions are not regarded as functions of complex
variable but as algebraic objects. Applications include
closed loop pole placement (Kucera, 1993), minimum
variance control (Hunt, 1993), LQ and LQG optimal
compensators (Kucera, 1991) or adaptive and predictive
control (Hunt, 1993). It is well known that, if the controller
is biproper, the solution of the equation exists if

deg{P(s)} = deg{L(s)} > n —1
with n = deg{A(s)}. In this context, the minimum order
controller is then of degree n — 1 and the condition on
coprimeness between A(s) y B(s) is necessary to guarantee
the existence and uniqueness of the solution (Sylvester
theorem) (Goodwin et al., 2001). Solving this equation
basically implies solving a linear system of equations,
which involves a Sylvester matrix. A suitable and fast

algorithm for invert this type of matrices was developed
n (Li, 2011).

Many times control objective for the closed loop is to
track a specific reference or reject a disturbance of a
known frequency. In order to accomplish this we present
a systematic way to solve the system equation obtained
from using Internal Model Principle (IMP) defined for the
first time in (Francis and Wonham, 1975), which establish
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that the reference or disturbance generating polynomial (o
simply generating polynomial) must be in the denominator
of K(s) (Goodwin et al., 2001). This can also be achieved
by solving the Diophantine equation (1). Sometimes it is
desirable to force the controller to cancel a subset of stable
poles and/or zeros of the plant model, this is also taking
into account by this systematization, which arises to an
algorithm to solve this problem in an automatic way. This
approach can be used for design adaptive controllers, or
simply synthesize PID controllers.

2. LINEAR TRANSFORMATION APPROACH
2.1 Notation

Let X(5) = @, 8" + 18" 1 + -+
polynomial with real coefficients.

Notation 1. The set of all coefficients of X (s) (in decreas-
ing power order) is denoted by Cx = {zp, Zpn_1, -, 21, Zg
Notation 2. The degree of X(s) is denoted by deg{X(s)}

4+ x18+ 29 be a

Let V, W be finite-dimensional vector spaces over a field
K and choose bases V' = {vy,...,v} for V.and W =
{wy,...,w,} for W.

Notation 3. The dimension of V is denoted by dim {V}.
Notation 4. Let v* € V. The coordinates of v* in the basis
V are denoted by (v*)y € R™.

Notation 5. Let T : V — W be a linear transformation
from V to W. The matrix associated to T' choosing bases
V and W is denoted by Ty .

Definition 1. The external direct sum of V and W, de-
noted by VEW is defined as the set of all ordered pairs
(v,w) with v € V and w € W. Scalar multiplication is
defined by ¢(v,w) = (cv, cw) with ¢ € K, and addition is
defined by (v, w) + (v',w') = (v + v, w + w’). One checks
the other classical axioms for a vector space.

Note that the external direct sum of V and W can be
expressed as the internal direct sum of (V,0) and (0, W).
A basis for VW is given by

{10y Uto.wn )
2.2 Pole Placement
Given the control loop of one degree of freedom as in

Figure 1. Let Go(s) be the process nominal model and
K (s) the biproper controller defined as

B(s) B P(s) P
G =35 =2 KW=75=1T
where
A=a,s" +ap_18" '+ +ays+ag
B=by " +bp_15" 4+ +brs+by
P=p, 18"+ pnas" P4t pis+po
L=1l, 18" "+l 08" 2+ +lis+l
The degrees of the polynomials are as it follows
deg{A} =n
deg{B} =m m<n
deg{P} =n-1
deg{L}=n-1
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The closed loop polynomial A.(s) = A is given by the
following Diophantine equation

AL+ BP=A,
where
deg{Ay} = deg{A} +deg{L} =2n—-1
and so
ey 08P 4 e st

Let Vi, V,,, W be finite-dimensional vector spaces over R
such as

2n
Ay = con—15

V; = span{s"~ 1, 2 s, 1}
V, =span{s" ", s"7% ... 5,1}
W = span{s?" ™% 5?72 ... s, 1}

Notice that L € V;, P € V, and Ay € W. Although
in this case V; is exactly the same space as V,,, we keep
the subscripts for the sake of clarity. Let V;&V,, be the
external direct sum of V; and V,,. Let V and W be a basis

for V; éVp and W respectively, such as

v= {00 w0 0o @)

{(0,s™71),(0,5"72),...,(0,s), (0, 1)}}

W= {21 2 51} (3)
Define the linear transformation ® as it follows
VeV, —W
o{(l,p)} — Al+ Bp
The construction of the matrix associated to the linear

transformation ® in the bases V and W starts by comput-
ing the transformation of every vector of V'

O{(s" L 0)} = As" =aq, " gt
O{(s"20)} = As" 2 =q, "2+ Fags"?
CI){<S7O)}'_> Aszan5n+1+"'+a05
(I){(LO)}'_} A:an3n+"'+a0
®{(0,s" 1} Bs"‘1 = by, smtnTl 4 g st
O{(0,5" ")} = Bs"2 = by, s 4 4 b s T2
®{(0,8)} =  Bs=by,s™ +. .. +bys
o{(0,1)} — B =10by,s™+ --+by

Getting coordinates in basis W yields
(As" Ny = (Ca,0,0,. ... ,0,0,0)

(As" )y = (0,C4,0,...cccnn.... ,0,0,0)
(AS)W = (0’0,0, ............ ,O,CA70)
(A)w = (0,0,0,..ceeennnn.. ,0,0,C4)
n—m (5)

By = (6 D.Co0,0,....0.0,0
Bsn_Q)W = (0, . ,0,0,0370; 70a0?0)
(BS)W = (0,...,O,O,O,O7~-~707CB7O)
(B)W == (0’...,0,0,0707--'7O7O’CB)

Notice that every vector in R?” defined above it’s a shift of
the coefficients of A and B polynomials respectively. Define
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the following submatrices fA € R2"*" and €5 € R?™™" (in
columns)

ga=[(As" )l (A ]
dim{V;}=n

¢ = [(Bs" )iy - (B)iy ]
dim{V,}=n

Then, the matrix associated to the transformation in the
bases V and W (in columns)

Pyw = [€a|éB]

Where &y € R27%27 is a Sylvester Matriz associated
to the polynomials A and B, and |®yy| # 0 because
A and B are coprime. Moreover, because of the shifting
property of the columns of £4 and g (and knowing the
dimensions of V;, V,, and W) constructing the matrix it’s
straightforward. With @y computed (which is system-
atic) knowing the coefficients of L and P it’s reduced to
solve the following linear system of equations:

[€aléB] [] Ca,, {(C,:,L:] =[éaléB]
2.3 Internal Model Principle

Adding the Internal Model Principle to the loop, given by
the generating polynomial T'(s) = T where

deg{I'} = ¢
the pole placement problem can be reformulated: the gen-
erating polynomial must appear as part of the denominator
of the controller. To accomplish that goal, one chooses

L=TL
and the closed loop equation can be rewritten as
AL+BP=A, where A=TA

including I' inside the term that represents the denomina-
tor of the plant, creating an equivalent model of degree
n = n + q. Now, using the same criterion of design a
biproper controller with one degree less than the plant:

deg{P}=n—-1l=n+qg—1
deg{L}=n—-1=n+qg—1
deg{As} =2n+q—1
and -
deg{L} = deg{L} —deg{T'} =n—1
Let V7, IVp, TW be vector spaces over R such as
8,1}
IVp = span{s st s 1)
"W = span{s? a1 g2nte=2 51}
So that L € 'V}, P € 'V, and A, € 'W. Let 'V;&'V,, be
the external direct sum of 'V; and 'V,,. Construct bases

IV and 'W in the same way as in (2) and (3). Define the
linear transformation 1® as it follows

9. vidlv, —w
'o{(l,p)} — Al+Bp
Computing the corresponding maps to every vector in 'V

in the same way as in (4) and getting it’s coordinates
in the basis W as in (5), construct the submatrices

n—2

Iy = span{s"~1,s
n+q—1
)

(6)

203

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

CHAPTER 7. LINEAR SYSTEMS

Ie4 € R¥Haxm and I¢p € R2MHIX 74 55 it follows (in
columns)

Iffi = [ (A sn_l)ITW T (A)ITW ]
dim{'V;}=n
[ (B SnJrqil)ITW : (B)ITW ]

dim{'V, }=n+q

¢p

Then, the matrix associated to the transformation in the
bases 'V and 'W (in columns)

"Pryy = [Ifﬁ‘lfB]

Where &1y, € R2VHIX 2044 g o Sylvester Matriz as-
sociated to the polynomials A and B; and |'®ry1yy| # 0
because A and B are coprime.
Ezxample 1. Given
s+1
G ==
o(s) s2+4s+4

we aim to design a biproper controller applying the In-

ternal Model Principle with the generating polynomial
I=s(s?+1).

The degrees of the polynomials

deg{A} =n=2
deg{B}=m =1
deg{I'} =¢q=3

deg{L} =deg{P} =n+q—1=4
deg{L}=n—-1=1
deg{Ay}=2n+q—-1=6
The corresponding dimensions
dim{'V;} =2, dim{'V,} =5,
Computing A yields
A=TA=5"+4s" +553+4s> +4s
Cz=1{1,4,5,4,4,0}
After defining the transformation !® as in (6) the corre-
sponding ¢ 5 € R™*2 and 'é5 € R™5 (which are shifts of

the coefficients of the polynomials A and B according to
the dimensions stated in (7))

dim{'"W} =7 (7)

10 00000

41 10000

54 11000

Ie1= 145 lg=101100

44 00110

0 4 00011

00 00001
N——"

dim{'V;} dim{'V,}

Computing the coefficients of L and P involves the follow-
ing linear system

1, ] 10000007 " reg
ly 4110000 cs
Pa 5411000 4
psl=14501100 3
Do 4400110 o
i 0400011 1
Do 0000001 o
I(b;vllw
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Where Cy,, = {06705,04,03,02,01,00} are the coefficients
of the desired closed loop polynomial A.. If we choose
Ag = (s + 3)8, then the controller transfer function is
given by

455% + 20953 4 48252 + 8535 + 729 8)

s(s24+1)(s—31) (

The steady state response of the closed loop of Figure 1
is indeed the one chosen, but the transient response is
affected by the dynamics of the zeros of the controller
and the nominal model. The behavior of this zeros is
undesirable if they are located at the right side of the
poles in the left semi-plane of the complex plane (Seron
et al., 1997). This can be sometimes avoided if we propose
Stable Zero-Pole cancellations between the controller and
the plant, as we explain in the following section.

K(s) =

2.4 Stable Zero-Pole cancellations

In addition to the implementation of the Internal Model
Principle, it’s from interest to obtain a systematic way
to perform Stable Zero-Pole cancellations. To achieve that
goal, the controller denominator(numerator) must include
the pole(zero) dynamics to cancel. Suppose that the stable
dynamics to cancel are represented by two polynomials
a(s) = a (poles) and B(s) = B (zeros) such that
A=aA
B=38B
where
deg{a} =w
deg{f} =z
The Diophantine equation associated to the closed loop
AL+BP=Ay — aAL+BBP=A4, (9)

Choosing L = BL and P = « P the equation (9) can be
expressed as

AL+ BP = A,
with Ay = a,Bflcl so that the remaining closed loop
poles after the cancellations (A.;) can be chose arbitrarily.
The corresponding degrees using the same design criterion

(biproper controller of one degree less than the plant)
remains as follows

deg{L} =n—z—1
deg{P}=n—w—1
deg{Ay} =2n—2z—w—1
Let ZV[7 ZVﬁ, ZW be vector spaces over R such as
8,1}
ZVZ; = span{s""“ " s 81}
W = span{s?" T Wl 2nmEmw=2 s 1}
So that L € #V;, P € ?V; and A € “W. Let V;&%V; be
the external direct sum of ZVi and 2Vj. Construct bases
2V and ZW in the same way as in (2) and (3). Define the
linear transformation #® as it follows
2o VeV, — W
2o{(l,p)} — Al+Bp
Using the same criterion as in (4) and (5) with bases 2V
and “W respectively, the submatrices Z§A € R2n—z-wxn=z
and 2¢z € RI—#7wXn=w (ip columns)

n—z—1 _.n—z—2

ZV[ = span{s , 8

n—w—2
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%6 = [(As" = O)E, - (D) ]
dim{?V;}=n—z
% = [(Bs" Oy - (B)ly ]

dim{%V;}=n—w

Then, the matrix associated to the transformation in the
bases #V and “W

2Oz = |
Where 2®zy 2y, € R2V27W X 2n=2=w ig 5 Sulyester Matriz
associated to the polynomials A and B; and |2®zy 2y | # 0
because A and B are coprime.

3. DEVELOPMENT OF THE ALGORITHM

Combining the criterion developed in Section 2.3 and
Section 2.4 one can construct a linear transformation
that takes into account the Internal Model Principle and
Stable Zero-Pole cancellations at the same time, providing
a systematic way to obtain the matrix involved in the
determination of the coefficients of the desired closed loop
polynomial. Choosing

L =T8L*
P=aP* (10)

The corresponding Diophantine equation remains as fol-
lows

where

A*:EA and B*:lB
a B

The corresponding degrees are
deg{L*} =n—2-1
deg{P*}=n+qg—w-1
deg{Ah}=2n+q—2z—w-—1

Let *Vi«, *V,,, *W be vector spaces over R such as
*Vi = span{s" =71 s"7F72 s 1}
Vpr = span{s"taTwTl gntemw=21 g

2n+q7z7w71 2n+q727w72

*W = span{s , 8,1}
So that L* € *V;-, P* € *V - and A*l € *W. Let
*Vi+@&*Vp« be the external dlrect sum of *V;« and *V,.
Construct bases *V and *W in the same way as in (2) and
(3). Define the linear transformation *® as it follows

*q) N *Vl* é*Vp* — *W

Using the same criterion as in (4) and (5) with bases *V
and *W respectively, the construction of the submatrices
*é-A* c RQn—i—q—z—an—z and *gB* c R2n+q—z—w><n+q—w
(in columns)

“ar = [(Ar s T, (AT ]

dim{*V;* }=n—=z
. . g . 12
tp = [(Bsmroe T, oy, (1D

dim{*V,« }=n+g—w
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Then, the matrix associated to the transformation in the
bases *V and *W

*(I)*V*W = [*§A*

“¢p+]

Where ®3,, € RTa—z-wx2ntq=2-w jg 4 Gylyester Ma-
triz associated to the polynomials A* and B*.

In synthesis, the algorithm can be summarized in the
following simple steps

(i) Choose the generating polynomial T' and the stable
dynamics to cancel « (poles) and 3 (zeros).

(ii) Compute A* and B* as in (11) and extract their
corresponding coefficients.

(iii) Using the information of the degrees of the denomi-
nator of the plant A (n), the generating polynomial
I (gq), the desired pole cancellations a (w) and the
desired zero cancellations 8 (z) construct the subma-
trices *€4+ and *¢p~ performing the corresponding
shifts to the coefficients of the polynomials A* and
B* as in (12).

(iv) Choose the desired dynamics for the closed loop
polynomial A%, of degree (2n + ¢ — z —1).

(v) Solve the corresponding linear equation system in-
volving the matrix associated to the linear trans-
formation ®* € RZnta—z-wx2ntq=2-w {4 find the
coefficients of L* and P*.

(vi) Compute L, P and A as in (10).

Ezample 2. (Example 1 revisited). We recall the Example

1, but this time we will force the Stable Zero-pole cancella-

tions in addition of the Internal Model Principle using the

algorithm stated before. In this case, we cancel all stable
factors, that is z = 1 and w = 2, and

A*=5(s*+1) and B*=1.

deg{L*} =n—2—-1=0
deg{P*}=n+q—w—-1=2

deg{AY}=2n4+q—2z—w—-1=3
The corresponding dimensions
dim{*V;x} =1, dim{"V,-} =3, dim{"W} =4

Constructing the submatrices *¢4- € R**! and *¢p- €

R4*3 yields

1 000
..o 100
far= 4 =010
0 001

S~~~ ——

dim{*V;« } dim{*V« }

Computing the coefficients of L* and P* involves the
following linear system

I3 1000 1
psl 10100 9
pi| (1010 27
M 0001 27
B

Solving the system of equations using the matrix of the
linear transformation *®«y«y computed before, the final
controller is given by the following transfer function

aP*  9(s+2)%(s* 4+ 2.889s + 3)

K(s) = rpLx s(s2+1)(s+1)

(13)
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In Figure 2 we show the step response from reference input
to output using the controller developed in (8) and using
the controller with zero-pole cancellations (13). An output
disturbance do(t) = sin(t) was injected at t = 5[sec.].

2.5¢ . .
— without cancellation
—— with cancellation
2
1.5
1 \[\ \/
0.5
0

t[sec]

Fig. 2. Step response from reference input to output

4. CONCLUSIONS

In this work, we developed a simple and systematic al-
gorithm to design SISO controllers based on a input-
output mathematical model using linear algebra concepts.
It considers the Internal Model Principle and allows to
perform Stable Zero-Pole cancellations in the same linear
transformation. The extrapolation of this algorithm to the
discrete domain it’s straightforward, which implies that it
can be easily implemented in a microcontroller. In this
way, it can be coupled to a model identification system
turning the controller into an adaptive one, showing the
versatility of the algorithm developed.
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Abstract: The application of metrics quality of control (QoC') in mobile robotics could be a
difficult task because not always is possible access the data of embedded control units of the
robot effectors. This paper presents an heuristic geometric-based altrernative for performance
evaluation of embedded controllers. Geometric characteristics of simple circular and linear
paths described by the robot are considered for performance evaluation of the controllers.
For experimental evaluation of our approach, two PI embedded controllers were designed and
implemented in a two wheeled mobile robot (2WMR). Results of conducted experiments showed
that our approach constitutes an alternative of performance evaluation of embedded controllers
when it is not possible to access data of the control units.

Keywords: Mobile robots; PI controllers; Tuning methods; System identification; Performance

analysis.

1. INTRODUCTION

Motion control of wheeled mobile robots (WMRs) remains
an important research topic because it support motion
tasks like path following and trajectory tracking [Morin
and Samson (2008)]. A broad range of approaches to ef-
fectors control of WMRs have been reported. Comasolivas
et al. (2015) used the quantitative feedback theory (QFT)
to design a proportional-integral-derivative (PID) con-
troller for a robot with four omnidirectional wheels. Kan-
janawanishkul (2012) present a review motion control of
WDMRs using model predictive control (MPC), also several
experiments to comparison between path following and
trajectory tracking for an omnidirectional mobile robot
and an unicycle-type mobile robot were conduced and
results discussed. Two-wheeled mobile robots (2WMRs)
were developed by Ahmad et al. (2013) and Malu et al.
(2014) and low level motion control implemented trough
PID controllers.

Soft computing is another alternative for motion control of
WDMRs. A complete discussion on the application of fuzzy
logic in reactive navigation of mobile robots is presented by
Hong et al. (2012). The authors also present a case study
in which basic behaviours such as goal reaching, emergency
situation, obstacle avoidance, wall following and an action
coordination system were implemented using fuzzy logic.
Xu et al. (2013) designed and implemented a Takagi-
Sugeno fuzzy logic controller (FLC) for a two-wheeled

* The authors thank their institutions of origin, Politécnico Colom-
biano Jaime Isaza Cadavid and Universidad Nacional de Colombia,
for the support provided in the development of this work.
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inverted pendulum, and Hanafi et al. (2013) developed
a 2WMR for cleaning air ducts and corridors based on
a reactive navigation architecture in which a fuzzy logic
controller allows the robot to follow close walls.

Other works present comparative performance studies of
different strategies to control effectors of 2WMRs. A per-
formance analysis of three controllers, including lead-lag
compensator, PID controller and FLC for DC motor con-
trol of a field survey 2WMR was conduced by Shamshiri
et al. (2013). A comparison of FLC, linear quadratic
controller (LQR) and a PID controller to balancing the tilt
angle of two wheeled inverted pendulum robot is presented
by Bature et al. (2014). A comparative investigation about
the performance of a PID and an FLC linear position
and tilt angle controllers was developed by Nasir et al.
(2011). In these works, time-domain specifications such as
rise time, settling time and percent overshoot were used
for performance analysis of controllers. In this paper, we
propose an alternative method for motor control evalu-
ation based on geometric characteristics of two simple
trajectories described by a 2WMR.

The main contributions of this paper are: 1) an heuristic-
based alternative for performance evaluation of low-level
motion controllers is provided. Unlike classical time-
domain methods, our approach is based on geometrical
characteristics of simple and real trajectories described by
a robot, 2) design and implementation of two embedded
feedback controllers, one for each motor, that receive ve-
locity references and make that motors achieve and main-
tain these values until new references are received, and
3) implementation of an identification process in which
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the robot acts as a drive unit and a data acquisition
system. For this, a C program for applying PWM signals
to the motors, obtaining data from encoders and wireless
transmission of these data was developed.

This article is organized as follows. In this first section,
we highlight the importance of motor control in mobile
robotics. In section 2 our heuristic geometric-based ap-
proach for controller performance evaluation is presented.
In section 3 the modelling of robot and effectors is detailed.
In section 4, the design procedure of embedded controllers
is discussed. In section 5, experiments are conducted and
results are presented and, finally, conclusions are drawn in
section 6.

2. A GEOMETRIC-BASED APPROACH FOR
PERFORMANCE CONTROLLER EVALUATION

In a control loop, the error is defined as the deviation of
the controlled variable with respect to a reference value.
A way to evaluate the Quality of Control (QoC) of a
system is quantifying the cumulative error, for which, in
the case of discrete-time controllers, is essential to know
the error e(nT') at each sampling instant 7" = 1/ fs. Some
performance indices based on cumulative error for QoC
evaluation are: Integral of Absolute Error (IAFE) and
Integral of Squared Error (ISE). However these metrics
are difficult or impossible to apply in the field of mobile
robotics when motors control is carried out by sealed units
that only receive reference values, but do not send actual
motor speed data.

In this paper we propose an heuristic method for perfor-
mance evaluation of controllers based on geometric char-
acteristics of two simple trajectories: linear and circular
displacements. This approach can be applied in those cases
where it is difficult, if not impossible, to establish the error
e(nT).

Metric based on the linear displacements  Linear move-
ment of differential robots is obtained when the speeds
of its driving wheels (left and right) are exactly equals
at all time, this is, when v, (¢) = v,(t). However, the
uncertainty inherent to any real control system, causes,
at least for finite intervals of time, that these speeds will
be different. Thus, the actual robot path differs from the
purely linear. This fact suggests that we could use the
deviations of the actual path of the robot with respect
to ideal straight-line path, to establish a metric for per-
formance evaluation of motor control schemes on differ-
ential robots. Relative to Figure 1, we define the metric
Cumulative Absolute Distance — C'AD such as
ky
CAD =Y |di|, k ¢ Z. (1)

k=ko

where dj. is the k-th perpendicular distance between the
actual trajectory and the ideal straight-line trajectory.

Metric based on the circular displacements  Otherwise,
when v, (t) # v,(t) the robot describes curved paths.
An special case is when v, (t) = ki, v,(t) = ko, and
k1 # ko, in which the path obtained should be to a perfect
circle of radius R. But as previously mentioned, due to the
uncertainty associated to real control systems, is possible
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777777 : ideal straight — line trajectory

: actual trajectory

As: step of space for distance measurement

Fig. 1. Linear path and distances for CAD definition

to obtain open circular paths such as shown in 2. In this
figure, AC corresponds to aperture distance or distance
between initial point A and final point B of the described
path. Because the actual path does not correspond to a
perfect circle, then we define a circle-base with center in
O and ¢, diameter passing through the midpoint P of AC.

The diameter of the circle-base is set as follows: with center
in P, draw an arc that cuts the circular trajectory at C' and
D points to get the chord C'D. Once the midpoint M of
CD is set, the M P line segment is drawn and extends until
cuts the circular path at @) point. In this way we establish
as the diameter ¢, of the circle — base, the length of PQ
segment and its midpoint O as its center.

Now we can define the metric Circular Trajectory Error—
CTE such as

CTE = |dr — ¢4l (2)

where the theoretical diameter ¢; of the ideal circular
trajectory is calculated using Equation 6.

\
=y
T
&

Fig. 2. Open circular path and geometry for CTE defini-

tion
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3. SYSTEM MODELING

Kinematic Modeling  The kinematic modeling refers to
the study of motion of a mechanical system without
considering the forces and torques involved. For a 2WMR
the Kinematic model allows to express its velocities as
functions of velocities of its wheels and its geometric
parameters [Dhaouadi et al. (2013), Alves et al. (2011)].

For 2WMRs a pure rolling motion without slipping is
obtained when the robot rotates around an external point
located over the common axis of both driving wheels. This
point is known as the instantaneous center of curvature
(ICC) or instantaneous center of rotation (ICR). The
ICC will move by changing velocities of the two driving
wheels, allowing the robot carry out different paths. At
each time instant, right and left wheels follow paths around
the ICC at the same angular velocity w = diy/dt as is
shown in Figure 3. Table 1 shows the symbols used in this
section, with L = 22.1 cm. The linear velocities of the
driving wheels are given by

=w(R+ g) (3)
vy, =w(R — g) (4)

where R is the distance between the IC'C' and the middle
point Cr between the two wheels. The angular velocity
of the robot is obtained subtracting (4) from (3) and is
expressed by

TR' (5)

By adding (3) and (4) and substituting (5) in the result

we obtain
poltve L (6)

v, — v, 2

Equations (5) and (6) allow to establish the angular

velocity of the robot and the instantaneous radius of

curvature as functions of linear velocities of the wheels

and their separation L. Finally, the linear velocity of the

midpoint C,, is given by the average of the wheel velocities
v, +v

Vop =WR = % (7)

Fig. 3. Differential drive motion of a mobile robot
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Effectors Modeling In a previous work [Acosta et al.
(2014)] a teaching and research Car-like Autonomous
vehicle (Carlitos) was designed and constructed. This
2WRM is used here for experimental validation of our
approach. The block diagram of Carlitos is shown in Fig. 4.
Actuation system is composed of two DC motors with cou-
pled gearboxes and a dual H-bridge motor driver for PWM
control signals amplification. The proprioceptive sensory
system integrates quadrature encoders mounted over the
axes of both DC motors, and a CMPS03 digital compass
for estimation of robot head orientation. Encoders provide
1125 counts per revolution.

The exteroceptive system is made up of a sonars ring
with twelve SRF02 devices for distance measurement to
surrounding obstacles. The top side of sonars ring has
a 802.15.4 radio for wireless command reception and
data transmission. Processing unit correspond to a 32-bit
microcontroller capable of operate up 50 MHz. We use the
Freescale MCF51QE128 microcontroller to process pulses
from encoders and generate PWM control signal for each
motor. Control algorithms were coded in C language and
programmed in microcontroller’s internal flash memory.

Carlitos robot was conceived and designed having in ac-
count modularity and scalability criteria.

g?oz 15.4
) O

S’unar
ring

12C2 (Cuart2 1)
Compass (:gfle (Iuj'cn
Encodery, 32-bit Encoderg
MCU
N\ J
PW My, PWMp

Motor Driver
cewy, ’7 —‘
) DCp Mot v} {n(',, Motor
oy

Luheet

CWr

(cmn,

Runeel

Fig. 4. Block diagram and a picture of the experimental
robot

To take advantage of the robot’s resources, a C language
algorithm was developed to support the effectors modelling
task. Initially the robot was placed in an obstacles free
indoor environment awaiting the start command sent from
a PC via a 802.15.4 radio link. As is shown in Figure
5, once received the start order, an step PWM signal
with a duty cycle (DC) of 50% it is generated by the
microcontroller to drive both motors. This signal was

Table 1. Kinematic model variables

Parameter Description

L Distance between support points of wheels (cm)
R Instantaneous radius of curvature (cm)

Cy Midpoint between driver wheels (cm)
P Robot orientation angle (rad)
w Angular velocity of 2WMR, (rad - s71)

vV, Vg Velocities of wheels along the ground (cm - s71)
Vonr Linear velocity of Cj, (cm-s™1)
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maintained for 1.8 seconds. Subsequently, the duty cycle
of the PWM signal was incremented to 60%. This step
was also maintained by 1.8 seconds. During the total
displacement (3.6 seconds), the number of pulses per
sampling period T'= 1/f, = 0.1 s was captured from the
encoders and sent to a PC via the wireless link. Anything
additional resources to those available in mobile robotic
platform were required for the actuators modeling.

The databases obtained from the test (Figure 5-a)
were used, in combination with the system identification
toolbox™ of Matlab®, to get a mathematical model of
the actuators. We choose an approach of lower-order as the
first-order-plus dead-time (FOPDT) to model the dynamic
behavior of DC motors. The form of a FOPDT model is
given by ,
Ke™"
Glo) =~ (5)

With the model parameters K = 2.63 (process gain),
7 = 0.2222 (time constant), and 6§ = 0.1159 (dead-time),
we obtain

2.63670.11595
G) = Goom2s 11 9)

The correlation factor given by the system identification
toolbox™ for the models of both motors was of 94.02%.

o
=]
T
I

140 |-

Pulses per sampling time (pp/T)

0 10 20 30
a) T (T=0.1s5)
T T T T T T T T

00 " pwM 50 > 60% 1

w
<

PWM duty cycle (%)

v
=]
T
I

I . I . I . I
0 10 20 30
b) nT(T=0.15)

Fig. 5. Step test: a) response of actuators, and b) PWM
signal of stimulus

4. EMBEDDED CONTROLLERS DESIGN

Two proportional-integral (PI) feedback controllers were
implemented in the robot microcontroller, one for each
motor and two model-based tuning methods were applied:
Ciancone-Marlin and Cohen-Coon. For a PI discrete-time
controller the transfer function is given by

doz +q1

z—1 "
Next, we present in detail the methods used to determine
the ¢ and ¢; parameters.

D(z) = (10)

4.1 Ciancone-Marlin Method

To determine the controller parameters K. (controller
gain) and 7; (integral time), Ciancone and Marlin defined
the parametric relationship fractionaldeadtimeTs such as
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0 0.1159
Ty = = = 0.3428. 11
T 7047 01159 +0.2222 (11)
Additional relationships such as dimensionless gain G, and
dimensionless reset time 7, were defined by

G, = K.K (12)
Ti
Ty 9+7_ ( 3)

both expressions correlated with Ty. According to cor-
relation tuning data presented in Table 2 [Garcia et al.
(2014)], G, =1.032 and 7, = 0.881.

Table 2. Ciancone-Marlin tunning table for PI

controllers

Tf Gm Ty

0.0 1.417 0.748
0.1 1.417 0.748
0.2 1.193 0.964
0.3 1.032 0.881
0.4 0918 0.818
0.5 0.861 0.756
0.6 0.722 0.693
0.7 0.464 0.631
0.8 0.608 0.568
0.9 0.594 0.506
1.0 0.558 0.443

For discrete-time systems 6, is calculated as

T 0.1
6a =0+ 7 = 01159 + —- = 0.1659. (14)

Thus, the parameters of the PI controller are calculated
by

71 = 7,(04 + 7) = 0.881(0.1659 + 0.2222) = 0.3419. (15)
G, 1.032
Ko= =5 = =0.3924. (16)
with these values gg and ¢, are calculated as
T
= K —
o c(1+ 2%)
=0.3924(1 + 01 ) = 0.4498 (17)
B 2x 034197 7
T
m=—K.(1- )
Ti
— 0392401 — — 1y o335 (18)
- 2 x 0.3419

4.2 Cohen-Coon Method

Cohen and Coon noted that the response of many pro-
cessing units to a change in input had sigmoidal form,
which could be approximated to the response of a FOPDT
system. The controller parameters could be determined
from the parameters of the plant by the following semi-
empirical relationships
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5. VALIDATION EXPERIMENTS

Two simple trajectories and its geometrical characteristics
were considered for controllers performance evaluation.
Equations (5) and (6) shows how to synthesize the two
paths of interest for this study:

i. Clircular path. The path is a circle of radius R with
center in IC'C. For locate the IC'C outside the line
segment that connects both wheels, must meet |R| =
L/2 condition. The robot moves clockwise when v, >
Vg

ii. Linear path. The robot moves straight line when
w = 0, this is met for v, = v,,.

Should be noted that the actual trajectories of the robot
differ from the theoretical because of uncertainty in the
measurements of the sensors and uncertainty in control
commands.

Circular displacement.  For validation of CTE metric
defined by Equation 2, three circular paths Cy, Co and Cs
were conducted for each controller. The reference velocities
for each path were established as, C;: v, = 80, v, = 60,
Cy: v, = 100,v, = 80, and C3: v, = 120,v, = 100.
Table 3 presents the experimental results obtained for the
Ciancone-Marlin controller and table 4 for Cohen-Coon
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T 0
K.=— —
Ko 0.9+ 127 )
_ 0.2222 ( 0.1659 )
263 x0.1659° 7 12 x 0.2222
=0.49. (19)
6307 +30)
Y 9T +200
_ 0.1659(30 x 0.2222 + 3 x 0.1659)
- 9 x 0.2222 + 20 x 0.1659
=0.2235. (20)
As in the above method g9 and ¢; are calculated by
T
qo=K.(1+ ;)
=0.49(1 + L) = 0.5996 (21)
o 2x0.22357 ’
T
q=—Kc(l- Tr)
=—0.49(1 — L) —0.3804. (22)
o ’ x 0.2235

Figure 6 shows the response of the two controllers to a
setpoint speed of 100 pp/T. Note that the wheel speeds
are expressed in pulses per sampling time (pp/T). At the
top, the response of Ciancone-Marlin controller and, at the
bottom, the response of Cohen-Coon controller. A C lan-
guage program for effectors control, data acquisition and
its wireless transmission, was developed and programmed
in the internal flash memory of the robot microcontroller.
Figure 6 was drawn with the data received. The difference
equation for PI controller implementation is given by

m(k) = qoe(k) + gie(k — 1) + m(k — 1). (23)

Ciancone-Marlin
T

g

Uy B

§ —— Left Motor |

g ——  Right Motor

s

§ 50 - B

I
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g ]
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< 0 . | . | . I . | o
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S0 ’\, B
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Fig. 6. Step responses of controllers, Ciancone-Marlin

(top), and Cohen-Coon (bottom)
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controller.

Table 3. Results of CTE metric for Ciancone-
Marlin controller

Path ¢, (em) ¢t (em) CTE (ecm)
C1 153 148.4 4.6
Ca 193.4 190.8 2.6
C3 235 233.5 1.5
Mean 2.90

Table 4. Results of CTE metric for Cohen-
Coon controller

Path ¢, (em) ¢t (em) CTE (cm)
C1 151.5 148.4 3.1
Ca 192.6 190.8 1.8
Cs 234.7 233.5 1.2

Mean 2.03

Linear displacement  Also, experiments of linear dis-
placement for validation of the CAD metric, defined by
Equation 1, were conducted. This time the set-points of
velocity were v, = v, = 100pp/T and real trajectories
were of approximately 430 centimetres. Step of space As
(Figure 1), for distance measurement was of 30 cm. The
results obtained are given in table 5.

Table 5. CAD metrics for embedded con-

trollers
Metric Ciancone-Marlin Cohen-Coon
CAD 55.6 50.3

For comparative purposes, two metrics for quality of
control (QoC') evaluation were considered, these are: [AE
and ISE. These two metrics express QoC in terms of the
error e(t), which is defined as the difference between the
set-point 7(¢) and the system output y(¢). Continuous-time
and discrete-time forms of TAFE and ISE are given by
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[AE = / £)|dt ~

ISE = / ' e(t)?dt ~ > (r(kT) —y(kT))*.  (25)

ks
> r(kT) — y(kT)|. (24)

k=ko

where (ko) and t7(ky) are the initial and final continuous
(discrete) times of the evaluation interval and T' = 0.1 s.
Table 6 shows the results obtained by applying both
metrics to the controllers considered.

Table 6. TAE & ISE metrics for embedded
controllers

Ciancone-Marlin Cohen-Coon

Metrics  DCp, DCr DCy, DCRr
TAE 450 453 317 286

ISE 17584 17693 13613 13430

Results analysis ~ Comparing results obtained from the
circular path experiments (Tables 3 and 4), we can observe
that the C'T'E metric was better for Cohen-Coon controller
than for Ciancone-Marlin for the three considered trajec-
tories. Similarly, for the linear paths, the best C'AD metric
(Table 5) was obtained with the Cohen-Coon controller. In
this way, we can conclude that the Cohen-Coon controller
offers a better performance for simple trajectories in a
2WMR than the Ciancone-Marlin controller. This result is
consistent when we consider the QoC' metrics calculated in
table 6 for the two controllers. Both, IAE and ISE values,
say us that the better performance was obtained with the
Cohen-Coon controller.

Our performance evaluation approach of low level motion
controllers in 2WMRs is useful in situations where is
difficult or impossible to obtain the error from embedded
controllers to calculate standard QoC metrics. In that
sense, our approach constitute a performance evaluation
alternative based on real graphics drawn for the robot
during its displacement.

6. CONCLUSION

In this paper, an heuristic geometric-based alternative for
performance evaluation of effectors controllers in mobile
robots has been presented. Two embedded PI controllers,
Ciancone-Marlin and Cohen-Coon, were designed and im-
plemented for motion control of a 2WMR for experimen-
tal validation of our approach. Geometric characteristics
of circular and linear paths were considered for perfor-
mance evaluation of both controllers based on two defined
metrics: CAD and CTE. Validation experiments and a
comparative with TAE and ISE metrics showed that our
approach constitutes a valid alternative for performance
evaluation of embedded controllers of a mobile robot.
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Delayed Observer Control for a
Leader-Follower Formation with Time-gap
Separation.
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Abstract: The main objective of this paper is to maintain a leader follower formation with
a time gap separation between the mobile robots, with this control, the longitudinal distance
variation between robots only depends on the leader velocity. The formation problem is solved
using an observer that serves as a virtual reference to the follower robot that, correspond to
the leader trajectory delayed 7 units of time. The strategy is theoretically formally proven, and

numerical simulations are presented.

Keywords: Time-gap separation, mobile robots, leader-follower formation.

1. INTRODUCTION

Mobile robots have been studied for many years, by using
formation of mobile robots several problems have been
solved and allowing dangerous, repetitive or security tasks,
as is the case of patrolling different areas with obstacles
Matveev et al. [2012]. For example, the cooperation among
robots to complete tasks in which is required a formation
that recreates a virtual structure to carry a heavy object,
or just to maintain a geometric configuration between
them Mehrjerdi et al. [2011] along a path. Some formations
with mobile robots try to imitate the animal behavior with
the objective of resembling a swarm or herd as in Sun
and Wang [2007] where controlling and switching different
formations between robots using synchronization to create
the swarm movement. Another techniques use robots that
move combining their sensors to improve the security
by maximizing the possibilities of detecting dangerous
situations, obstacles or covering areas on military search
and rescue tasks or even security patrols Balch and Arkin
[1998]. Sometimes, the formation can switch the leader
in order to maintain the formation while the real leader
avoids an obstacle and then the formation retakes the
original leader or completes a specific goal with all the
agents as a team Swaminathan et al. [2015]. In other cases
mobile robots are used in rescue and recovery tasks in
different environments as in Murphy et al. [2009], where
several robots are use in mining accidents to manipulate
fan doors, push aside obstacles, recolect gas, temperature
reading and video.

The leader-follower formation has been studied for many
years, is one of the most used formation, in some cases the
formation is only studied for one follower as in Consolini
et al. [2008], where only one robot is considered to prove
the stability of the formation with the proposed control,
In Tanner et al. [2004], Desai et al. [1998], the stability
conditions are stablished for a set of followers using graph
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theory to prove the stability of a chained leader-follower
formation, proving as well the conditions for safety and
robustness. Leader-follower formation in most of the cases,
is based on a longitudinal distance separation between
robots Kawabe [2000], thats why the follower robot does
not always track the same path that the leader robot
describes, especially when the leader goes in a curved path.
When the robots have to go on a predetermiated road,
tracking the described path of the leader robot is very
important. For that reason this paper focuses mainly in
a time-gap separation between the robots that maintain
the leader-follower formation, in contrast with most of the
papers that the objective is to maintain a predetermined
distance between the leader and the follower robot. This
strategy is used in Adaptive Cruise Control (ACC) as
in Bareket et al. [2003], where it has been shown that
it is better to maintain a time-gap separation on the
road that having a predeterminated distance. Taking into
consideration the analysis made in Seppelt and Lee [2007]
which shows the limitations of the ACC, it is possible to
say that maintaining a security distance by taking a secure
time-gap is better than only taking a secure longitudinal
distance.

A time-gap separation strategy to perform the leader-
follower formation is presented, the use of an observer that
estimates the time delayed trajectory of the leader mobile
robot serves as desired reference trajectory for the follower
robot.

The document is presented as follows: first, the kinematic
model of the mobile robot and the problem formulation
is presented. The development of the observer and its
convergence properties are presented in the next section.
The work continues presenting the observer based strategy
control together with its related convergence proof. Then,
numerical simulations with two robots are done to show
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Fig. 1. Mobile robot type (2,0).

the performance of the proposed strategy. Finally, the
paper closes with some conclusions.

2. KINEMATIC MODEL AND PROBLEM
FORMULATION

It is considered a pair of differentially driven mobile robots
(tipe(2,0)) as shown in Fig. 1. Their kinematic model are
given by Canudas et al. [1996],

Z;(¢) cosf; 0
(1) | = | sing; of | W0 i
y}(t) = [ 091 (1)] [’wl(t):| s L, F. (1)

where (z;,y;) are the coordinates of the middle point of
the robot axis in the plane X — Y, 6, is the orientation of
the vehicle with respect to X and v;, w; are the linear and
angular input velocities respectively. It is assumed that
the mobile robots are made up of rigid bodies, the wheels
are non-deformable and they are moving on an horizontal
plane, the contact between the wheels and the ground is in
a single point of the plane and satisfy the pure rolling and
non-slipping conditions along the motion, and the robot
fulfills the non-holonomic constraint,

&;8in(6;) — g; cos(6;) =0 (2)
It will be set ¢ = L for the leader robot and i = I for the
follower one.

2.1 Problem formulation.

Consider a leader robot describing any feasible trajectory
on the X — Y plane. It is desired that a follower robot
tracks the trajectory described by the leader robot delayed
T units of time, where 7 represents the desired time gap
separation between the leader and the follower robot.

The delayed leader trajectory is obtained by considering
an input-delay observer based on the actual measurements
of the leader robot. Under these conditions, it is intended
that the follower robot tracks the delayed states provided
by the observer. This time gap separation, based on a
leader time delayed trajectory, is depicted in Fig. 2.

3. OBSERVER DESIGN

The development of the mentioned observer will be de-
scribed taking into account the following assumptions.
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Fig. 2. Leader-follower formation with observer.
Assumption 1. The leader mobile robot variables zp (t),

yr(t), 0r(t), vr(t), wr(t) are available for measurement.

Assumption 2. The input leader robot signals vy, (t), wr,(¢)
are bounded for all ¢, this is

sup {vr} < vp, sup{wr} < wp (3)
for some positive constants vy, wy.

To desing the observer for the delayed leader trajectory,

consider the delayed variables,
wy(t) =zt —7), wa(t) =yt —7), ws(t) =0t —7)

(4)
Notice that the variables defined in (4) are available for
design purposes based on Assumption 1. Hence, by taking
the time derivative of (4), it is possible to obtain a virtual
system that will serve as a reference for the follower robot,

given by,

() vr,(t — 1) cos(ws(t — 7))

[wg(t)] = [UL(t—T)SiD<w3(t—T))‘| . (5)
w3 (t) wr,(t —7)

Based on the virtual system (5), a delayed observer can be
proposed in the form,

where,

€, (t) = w1 (t) — wi(t)
€u, (1) = wa(t) — wa(t) (7)
ew, (1) = ws(t) — ws(t)
are the observation error variables, and A1, Ao, A3 are
constant positive design gains.

3.1 Observation error analysis

To analyze the observation error, a change of coordinates
is done in the form,

e cos(ws) sin(ws) 07 [ ew,

l@] = lsin(wg) cos(ws) 0] leml (8)
es 0 0 1

this is,
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€1 = €y, COS(’[U3) + €y, sin(ws)
€2 = —€y, Sin(ws) + ey, cos(ws) (9)
€3 = Cwg-
The observation error dynamics is obtained by taking the
time derivative of (9). Taking the first line, and defining
A=A = A
€1 = €y, COS(W3) — €4y, W3 sin(ws) + €4, sin(ws)
e, W3 cos(ws)

=g (t — 7)2sin? (%) — ey + eqwp(t — 7).

Now with the second line of system (9),

€9 = —€y, SIN(w3) — €y, W3 cos(ws) + €4, cos(ws)
— e, W3 sin(ws)
=vp(t —7)sin(es) — Aea — eqwy (t — 7)

finally,

és=wr({t —7) —wr(t —7) — Az€u,
:—)\363.

The observation error dynamics is,

é1=—Ney + v (t — 7)2sin? (%) + eqwr(t —7)

éo = —MXea +vr(t — 7)sin(es) — eywr(t — 7)

é3 = 7)\363.

(10)

The observation convergence properties can be formally
stated in the next lemma.

Lemma 3. Suppose that Assumptions 1 and 2 are satisfied
and that A, Ao, A3 > 0. Then, the states defined by the
observer given in (6) exponentially converge to the leader
robot trajectory delayed 7 units of time.

Proof. Notice first that for A3 > 0,
é3(t) = —Ases(t) (11)
is exponentially stable, so, now the problem reduces to

demonstrate that e; and e also converge to the origin.
With this aim, define,

e(t) = [ea(t) ea(t)] (12)
then, the dynamics of e;(t), ea(t) can be expressed in the

form, B
é(t) = Ae(t) + F(es, w)vr(t —7) (13)
where,
A= ity 7
Fles, ) = [2“?2((%3)] . (15)
sin(es

To show the convergence to the origin of &(t), notice that,

||F63, )ULt*T||<HF63, (16)
with 8 > 0. Therefore, F(es,) tends to zero as e3(t)
converges to the origin, regardless of the evolution of e (¢)
and eq(t). Therefore, F'(es, w)vy, (t—7) is a vanishing signal
for the system given by (13), this fact implies that the
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exponential convergence of the observation errors e;(t),
e2(t) depend on the perturbation-free system (13) this is,
on the system,

e(t) = Ae(t) (17)
A candidate Lyapunov function of the form,
1 1
V= §e§ + 56% (18)

produces

V= elél + 62é2

=ej(—Xer +ewr(t — 7)) + ea(—Nex — eqwp(t — 7))

= —)\e% — )\eg
2)\( et + 562 e3)
= —2)\V (19)

This concludes the proof.

In what follows, the estimated state w(t) will be used
as a desired trajectory for the follower robot in order to
solve the leader-follower formation problem. Notice that 7
represents the time gap between the vehicles.

4. TIME GAP TRACKING CONTROL STRATEGY

Consider the follower robot dynamics,
Lp(t)

yF(t) Sin(gp)'l}p(t)
O (t) wp(t)

and take into account the reference trayectory of system
(6). From system (20) it is possible to initially define,

(20)

[ cos(0p)vp(t) ]

.fF =VF COS(QF) = 51

yF:UF Sil’l(ap) :fg (21)
9F =wWpg = €3
for
£ =1y — ki 7
§o =12 — ko (22)
§3 =3 — k30
with
T = rp — ’Lbl
Yy=yr — w2 (23)

0=0p — 13
From (21) it is obtained,

cos?(0p)vp + sin?(0p)vp = &1 cos(0r) + & sin(0r) (24)

so the control signals are,

(25)
(26)

To analyze the tracking error, consider now the new error
signals,

Vg = (’Lf}l — kli‘) COS(QF) + (’lf}z — kg:l]) sin(OF)

wg :Zi)g — kgé
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€s, COS(GF) sin(fr) 0
[632] = l—sin(ep) cos(Or) 0]
0 0 1

(27)

2 &

The dynamic of the tracking error can be obtained by
taking the time derivative of system (27). Notice that,

és, =z cos(0p) — #0p sin(0r) + jsin(0p) + J0r cos(0p)
=vp —vp(t —7)cos(es;) + wr(es,) — A€y, cos(OF)
— Aoy, sin(fp),

The second line of (27) produces,

— ﬂ@p sin(Hp)

— wrgeg, + A1y, sin(fF)

és, = —&sin(0p) — 0 cos(0p) + 5 cos(0r)
=vr(t — 7)sin(es,)
— g€y, cos(fF).

Finally,

€y =0
=Wwpg 712)3.

The tracking error dynamic takes the form,

és; =VF —vL(t — 7) cos(esy) + €s, WE — A€y, cOS(OF)
— g€y, sin(fF)

€s, =vL(t — 7T)sin(es,) — €5, wp + A€y, sin(dp)  (28)
—Aa€4y, cos(OF)

€sy =Wp — k3§

Notice that the control signals, in the new coordinates (27)
with k1 = ko = k, take the form,

wr = W3 — ke,

—kes,vr(t — T) cos(es, ) + Azeqw, sin(fr) (29)

+ 1€y, cos(0F)

Vp =

4.1 Controlled system with observed states

System (28) in closed loop with the control signal (29),
produces the system,

€s, = —kes, + e5,W3 — kseg, €5,
€5y, = —€5, W3 + k3es, €5, + My (30)
é83 = 71{33653

where,

my = v (t—7) sin(es, )+ A(e1 sin(es, +e, ) —ez2 cos(es, +e;))

is a time varying term that do no explicitly depend on the
tracking errors es, and es,. Notice from (30) that eg, is
exponentially stable, and remember that ey, es and e are
exponentially stable, so the stability of (30) can be stated
by considering the subsystem,

és, = —kes, +eg,W3 —

1 k3eS2 sy

s, = —6311153 + kses, s, (31)
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Remark 4. Note that the variable m;(t) depend on the
observation errors ej(t), es(t) and on the tracking error
€s, (), that have previously been proven that exponentially
converge to the origin. Therefore m(t) - 0 as t — oo .

Since the functions m, is independent of e, (t), es,(t), it
can be considered as an exogenous input signal. This fact
allows to establish the stability of the closed loop system
given by system (30) in terms of the free-perturbation
system (31).

Lemma 5. Suppose that k, k3 > 0 and that the angular
input velocity of the follower robot satisfies for all ¢ that
wp(t) # 0. Then, the closed loop tracking error dynamic
given by Eqn. (30) is asymptotically stable. Consequently,
the observer-based feedback (29) asimptotically solves the
time-gap tracking problem associated with the leader and
follower robots.

Proof. The statement of the lemma is equivalent to state
the stability of system (31). With this aim consider the
candidate Lyapunov function,

V= 20+ 50 (2)
therefore,
V= esy (t)és, () + es, (t)és, (1)
= —kesl( ). (33)
Under this condition, it is clear that,
vV <o.

Therefore, the states of the system given by Eqn. (31)
are stable. To show that the states converge to the origin,
notice that V is uniformily continuous since V is bounded.
Invoquing Barbalat’s lemma Slotine et al. [1991], V — 0
and consequently, from the first line of (31) it is obtained
(34)

0=es, W3 — kses,es,

this is,

(3 — kses, )es, =0 (35)

Considering the assumption that wp # 0, thus ws # 0, and
taking into account that e;, — 0, it is clear that e;, — 0
as t — oQ.

5. NUMERICAL SIMULATIONS

To show the effectiveness of the observer-based solution
proposed in this work a three petals geometric trajectory
is proposed for the leader robot. This path involves ori-
entation and velocity changes that influence the relative
distance between the robots. The equations that describe
the desired leader trajectory are given as,

x = 0.2(a + b) cos(npt) cos(pt)
y = 0.2(a + b) cos(npt) sin(pt) (36)
where n = 3 corresponds to the number of petals, a =

13, b=17, p = (27/20). Equation (36) allows to define the
input signals for the leader robot as,
oL = VP, wy = WD)

@
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Table 1.
Robot x[m] y[m] 6[rad]
Leader 4 0 w/2
Follower 4 0 w/2
Observer 3 -0.5 0

4 :
*LEADER

+OBSERVER

24 FOLLOWER

T | ! i
> 0 cf
a b &
'3 ﬁ‘
1r s ,a"* q
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:f £
2+ g &: g
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Fig. 3. Leader follower formation
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]
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2 4
0 5 10 15 20 25 30
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Fig. 4. Observation errors

The initial conditions for the simulation are shown in Table
1. The gain used for the observer is A = 4, and the gains
used for the control law are set as k1 = ko = 2, k3 = 4.
The time-gap separation was considered as 7 = 1sec.

The time evolution on the plane of the leader, the follower
and the estimated trajectories are shown in Fig. 3.

The observation errors e, (t), ey, (t) and ey, (t) are de-
picted in Fig. 4 where it is shown their fast convergence.

The tracking position errors e, (t), es,(t) and e, (t) are
shown in Fig. 5 and the control signal evolution for both,
the leader and the follower robots are shown in Fig. 6.
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Fig. 5. Position tracking errors
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Fig. 6. Control signal evolution

Notice that despite the initial conditions errors, all the
signals converge adequately as expected by the theoretical
developments.

Figure 7 shows the evolution of the position in z,y of the
observer, leader, and follower robot.

It is evident that the time gap separation of 7 = lsec.
is kept along the simulation after the transient has
passed. Meanwhile in Fig. 8, it is shown how the sep-
aration or relative distance between the robots d(t) =
V(@ —2r)2 + (yr — yr)?) varies accordingly to the ve-
locity of the robots in order to satisfy the time gap sepa-
ration.

6. CONCLUSIONS

Based on a delayed observer strategy, the leader-follower
fomation is solved for a pair of differentially driven non-
holonomic mobile robots. It is shown that under the as-
sumption of a leader angular velocity different from zero,
the observation and tracking errors exponentially converge
to the origin while a desired constant time gap is main-
tained constant between the vehicles. Numerical simula-
tions show the efectiveness of the proposed leader-follower
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Fig. 7. x,y position evolution
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Fig. 8. Relative distance between leader and follower
robots

solution. The simulations shown that the proposed control
law can solve the problem of leader follower formation
tracking the same path that the leader robot performed.
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Kinematic control for an omnidirectional
mobile manipulator *
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Abstract: This paper presents a kinematic control for an omnidirectional mobile manipulator
using quaternions notation for the orientation of the end-effector. We describe the Denavit-
Hartenberg parameters for the robot and the sensor. The inverse kinematics for the robot is
calculated by using the pseudo-inverse of the geometric Jacobian. In order to obtain a desired
position for the end-effector a RGB-D camera is attached to the robot. An algorithm to extract
specific object color from a white background in an image is implemented using the RGB-D
sensor. The algorithm is able to find the object’s contour and centroid. Experimental results
shows that the kinematic control assisted by a RGB-D camera allows to reach and grasp objects

of interest.

Keywords: Robot kinematics, redundant manipulator, robot vision, control.

1. INTRODUCTION

Industrial robots are mainly manipulator arms fixed on the
ground to perform dumb, dangerous, dull, dirty and overall
repetitive tasks. Contrary to the traditional stationary and
pre-programmed production robots, Autonomous Indus-
trial Mobile Manipulators (AIMM) can provide assistance
at multiple locations (Madsen et al. (2015)). Basically, a
mobile manipulator is a stationary manipulator mounted
on a mobile robot so that the locomotion and manipulation
tasks may be performed simultaneously. These capabilities
give the mobile manipulator advantages over stationary
ones, like a bigger task space and a greater autonomy.

The task performed by an AIMM includes feeding raw
material to workstations, sub-assembly work, goods trans-
portation, and status monitoring of machines. Of all these
applications, transportation and loading seem to be the
ones with the most potential for the short term actions,
according to Hvilshj et al. (2009).

The autonomy of a mobile manipulator increases if the
robot is equipped with more sensors, for example a camera.
With a simple camera, the mobile manipulator can have a
better understanding of its environment, but it is necessary
to establish methodologies and algorithms to ensure a
correct interaction between the robot and the objects of
interest, or even with other systems in manufacturing
plants.

The interest in vision-based robotic systems for monitoring
has increased in recent years due to the tendency of
reduced cameras costs and in general all the associated
processing systems (Hutchinson et al. (1996)). According
to Corke (1996) the visual control has matured quickly

* The first author thanks to CONACyT for the PhD scolarship no.
395788 and to CINVESTAV for support to attend the conference.
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and has been applied to robot manipulators as it is based
on the visual perception of the robot and the location of
a piece of interest.

This paper deals with the complete kinematic model for
an omnidirectional base with four mecanum wheels and a
manipulator with five degrees of freedom. Both parts make
an omnidirectional mobile manipulator. The principal aim
is to develop a control law that allows to set the end-
effector at any desired position and then to be able to reach
and grasp objects of interest. Moreover a RGB-D camera
is used to identify the object’s centroid where the end-
effector must be placed once the control law is applied. To
test the control law and to obtain the object’s centroid, a
Kuka youBot robot and an Asus Xtion pro RGB-D camera
are used.

The remaining sections of this paper are as follows; Section
2 shows the related work about Kuka youBot and the
AIMM in an industrial scenario. Section 3 presents the
forward kinematic model for the omnidirectional mobile
manipulator and section 4 presents the method to obtain
the youBot’s inverse kinematic model. Section 5 explaines
the image processing for the object localization. Th